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Molecular recognition is of paramount interest in many applications. Here we investigate a series of

host…guest systems previously used in the SAMPL4 blind challenge by using molecular simulations and

the AMOEBA polarizable force field. The free energy results computed by Bennett•s acceptance ratio

(BAR) method using the AMOEBA polarizable force field ranked favorably among the entries submitted to

the SAMPL4 host…guest competition [Muddana, et al., J. Comput.-Aided Mol. Des., 2014, 28, 305…317]. In

this work we conduct an in-depth analysis of the AMOEBA force field host…guest binding thermodynamics

by using both BAR and the orthogonal space random walk (OSRW) methods. The binding entropy…enthalpy

contributions are analyzed for each host…guest system. For systems of inordinate binding entropy…enthalpy

values, we further examine the hydrogen bonding patterns and configurational entropy contribution.

The binding mechanism of this series of host…guest systems varies from ligand to ligand, driven by

enthalpy and/or entropy changes. Convergence of BA R and OSRW binding free energy methods is discussed.

Ultimately, this work illustrates the value of molecular modelling and advanced force fields for the exploration

and interpretation of binding thermodynamics.

Introduction

Molecular recognition is fundamental to biological processes
and is utilized in applications ranging from therapeutics to
chemical sensing.1 Understanding the importance of molecular
recognition, the interactions involved are exceedingly complex
and dependent upon a high degree of order between the solutes
and the solvent for binding. Computer prediction of binding
affinity holds potential to accurately capture thermodynamic
information from different states as well as allows for the design
of novel ligands.

Molecular modelling and simulation can be a powerful tool
for the quantitative understanding of the driving forces under-
lying molecular recognition.2,3 However, accurate computation
of binding free energy via molecular modelling faces two

major challenges. First, the energetic description of binding
requires high accuracy potential energy that is also transferable
between different chemical and physical environments. Second,
the flexibility of guest, water and host molecules results in many
degrees of freedom making it difficult to adequately explore the
configuration space using molecular dynamics. With increasing
complexity up to protein–ligand systems, sufficient sampling
of binding by traditional methods becomes limited by compu-
tational cost.

Numerous potential energy methods have been proposed to
compute binding free energy, increasing in complexity from
empirical docking methods to quantum mechanics (QM) calcu-
lations.4 Empirical docking methods5 are frequently used for
library screening and though they allow for fast calculation, they
do not maintain high accuracy of the potential energy function
nor do they allow for sufficient sampling of binding conforma-
tions. QM calculations of binding free energy6–8 are limited to
small, predetermined binding sites. Bridging the gap between
docking methods and QM, semi-empirical force-field methods
use Molecular Dynamics or Monte Carlo sampling schemes to
generate many configurations and energies.9,10 In semi-empirical
force field methods, the potential energy of the system is
computed from analytical functions of the atomic coordinates.
Classical force fields such as AMBER,11 CHARMM,12 OPLS-AA,13

or GROMOS14 typically represent intermolecular interactions by
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from its environment and can wander to other parts of the box,
prolonging convergence. To solve this problem, a harmonic
restraint49 (k = 15 kcal mol�1) is added between the centers of
mass of the host and the guest, and a correction term48–50 is
needed to recover the true free energy difference (eqn (3)).

DGbind = DGhost–guest � DGhydration + Gcorrection (2)

Gcorrection ¼ RT ln Co 2pRT
k

� �3
2

2
4

3
5 (3)

where R is the gas constant, T is the temperature, C1 is the
standard concentration and k is the force constant of the
restraint. Finite size effects on charging free energies51 were not
corrected since they are expected to be similar for DGhost–guest and
DGhydration and will cancel out.

Computational details

In this study, the absolute binding free energy values of 14
guests in the SAMPL4 CB[7]–guest system were calculated using
the polarizable AMOEBA force field. Parameters for the molecules
were derived by following the procedure previously described in
Ren et al.23 All molecular dynamics simulations were run using
TINKER with a RESPA integrator52 with a 2.0 femtosecond time
step and a Bussi thermostat.53 The vdW calculations had a
12.0 Å cutoff while the electrostatics was calculated by particle
mesh Ewald summation with a real-space cutoff of 7.0 Å. The
Gaussian bias was deposited every 10 steps, with a height of
0.005 kcal mol�1 and widths of 4 kcal mol�1 for Fl and 0.01 for l.
Additional simulations with a reduced height of 0.001 or
0.002 kcal mol�1 were also carried out for some guests. The
production time of the OSRW is around 15–20 ns. All OSRW
simulations were conducted on Texas Advanced Computing
Center (TACC) Stampede as well as a local computer cluster. For
the BAR simulations, first the electrostatics were gradually
scaled off with vdW interactions kept at full strength, and then
the vdW interactions were scaled off. The numbers of steps for
these two stages were 11–12 and 10–13 respectively. The total
simulation time for each step was 1 ns and coordinates were
saved every 1 ps for analysis. The correction Gcorrection was
6.245 kcal mol�1 and should be added to all binding free
energy calculations for both BAR and OSRW. The uncertainties
of the BAR results were estimated based on the distribution of
uncorrelated samples, while the uncertainties of the OSRW
results were obtained by comparing the final values of indepen-
dent simulations and are imprecise due to the small numbers of
simulations. The binding enthalpy was obtained from the differ-
ence between the average energies in the binding and free states.
This method has comparable accuracy with that of the van’t Hoff
method54 and that of the BAR method.55

Results

Fig. 1 and Table 1 both present binding free energy results from
OSRW and BAR computations compared with experiment.
In Table 1, structures and energies of the guest ligands studied

here are presented.30 The host for all ligands is CB[7] as stated
previously. For each ligand in Table 1, the free energy values of the
experiment, OSRW, and BAR are presented explicitly. Reported in
the SAMPL4 results, the absolute uncertainty of all experimental
free energy values is �0.1 kcal mol�1. The BAR results are those
that were previously reported in the SAMPL4 contest.30

In Fig. 1, both OSRW and BAR results are plotted against
experimental free energy values taken from the SAMPL4 host–
guest competition. The OSRW and BAR free energies establish
good correlation with the experiment, having R2 correlation
values of 0.69 (OSRW) and 0.62 (BAR). The OSRW and BAR
results also agree with each other within statistical uncertainties
for most of the systems. The discrepancies for the other systems
can be accounted for by the imprecise uncertainty estimate of
the small numbers of OSRW simulations.

In Table S1 (ESI†), a decomposition of binding free energies
is given. For ligand C5, positive binding free energies calculated
from the BAR led to the exploration of multiple ligand protona-
tion states, denoted as C5 and C5b (see Fig. S7, ESI† for structure
comparison). In five ligand cases (C1, C3, C5b, C9, and C10), the
OSRW computation displayed large fluctuations in free energy.
Since the fluctuation is proportional to the bias deposition rate,
additional OSRW simulations were conducted with decreased
Gaussian-height biases for each of these ligands. In theory,
lowering the height of the Gaussian distribution will suppress
fluctuations at the expense of slowing down dynamics. However,
in this work, the OSRW computations with a lowered Gaussian
height (LGH) bias converged at roughly the same simulation time
as the original computations. Lastly, in Table S1 (ESI†), ligands
C3 and C10 were duplicated in the OSRW computation due to
poor convergence of the original simulations.

For Fig. 1 and Table 1, the final OSRW ligand binding free
energy value is taken to be the average over all of the OSRW
computations for that ligand, with some values excluded (explained
below). Multiple independent OSRW simulations were run for
each ligand. As mentioned above, for two ligands, OSRW com-
putations were repeated with the original parameters. The
averaging of the free energies includes the LGH and repeated

Fig. 1 Predicted binding free energy as a function of experimental binding
free energy (in kcal mol �1). Line is y = x.
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computations with the original pair of simulations. Exceptions
to this average method are ligands C5 and ligands C10. The
binding free energy value for ligand C5 was taken to be the
average of the ligand C5b_LGH computation. The protonation

state for ligand C5 reported by the BAR computations was
similarly C5b. The 2.5 kcal mol�1 disagreement between original
OSRW simulations for ligand C5b, as well as the nice agreement
between the C5b_LGH simulations (within 0.3 kcal mol�1),

Table 1 Host…guest binding free energies. The OSRW column presents the average of results from the full length of simulations, while the OSRW (10 ns)
column presents values cut off at 10 ns. The host molecule for all structures is cucurbit[7]uril. All free energies are given in kcal mol �1. The experimental
free energies hold an uncertainty of �0.1 kcal mol�1

Guest Guest structure

DGbind

Experimental BAR OSRW OSRW (10 ns)

C1 �9.9 �12.27 � 0.92 �11.64 � 0.42 �10.43 � 1.01

C2 �9.6 �6.46 � 0.65 �7.29 � 0.20 �5.50 � 0.05

C3 �6.6 �6.59 � 0.74 �6.71 � 0.74 �5.17 � 1.03

C4 �8.4 �11.34 � 0.89 �10.02 � 0.25 �8.31 � 0.75

C5b �8.5 �3.39 � 0.97 �5.00 � 0.11 �4.46 � 0.26

C6 �7.9 �6.18 � 0.69 �7.01 � 0.35 �6.64 � 0.07

C7 �10.1 �10.49 � 0.66 �10.05 � 0.09 �10.96 � 0.78

C8 �11.8 �11.84 � 0.68 �11.44 � 0.09 �11.15 � 0.76

C9 �12.6 �15.42 � 0.71 �15.35 � 0.29 �15.44 � 0.65

C10 �7.9 �5.06 � 0.91 �3.90 � 0.26 �3.69 � 0.68

C11 �11.1 �10.48 � 0.64 �10.06 � 0.25 �9.82 � 0.34

C12 �13.3 �12.11 � 0.70 �12.57 � 0.03 �12.33 � 0.16

C13 �14.1 �13.92 � 0.65 �13.13 � 0.13 �12.63 � 0.52

C14 �11.6 �12.41 � 0.72 �12.75 � 0.59 �12.05 � 0.58
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result of the larger ring of C8. Unlike ligand–protein binding,
the guest molecules were observed to freely rotate inside the
host ring. Convergence of the BAR and OSRW free energy
calculation methods was compared. The current OSRW imple-
mentation encounters convergence problems at the low end of
vdW and electrostatic decoupling. Possible improvements can
be achieved by separating the vdW and electrostatic decoupling,
well-tempered metadynamics61 and employing metadynamic
alternatives.43 Nonetheless, here, both BAR and OSRW methods
are found to be adequate to determine the binding affinities for
the model host–guest systems.
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