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ABSTRACT
Simulating the dielectric spectra of solvents requires the nuanced definition of inter- and intra-molecular forces. Non-polarizable force fields,
while thoroughly benchmarked for dielectric applications, do not capture all the spectral features of solvents, such as water. Conversely,
polarizable force fields have been largely untested in the context of dielectric spectroscopy but include charge and dipole fluctuations that
contribute to intermolecular interactions. We benchmark non-polarizable force fields and the polarizable force fields AMOEBA03 and HIPPO
for liquid water and find that the polarizable force fields can capture all the experimentally observed spectral features with varying degrees of
accuracy. However, the non-polarizable force fields miss at least one peak. To diagnose this deficiency, we decompose the liquid water spectra
from polarizable force fields at multiple temperatures into static and induced dipole contributions and find that the peak originates from
induced dipole contributions. Broadening our inquiry to other solvents parameterized with the AMOEBA09 force field, we demonstrate good
agreement between the experimental and simulated dielectric spectra of methanol and formamide. To produce these spectra, we develop a
new computational approach to calculate the dielectric spectrum via the fluctuation dissipation theorem. This method minimizes the error
in both the low and high frequency portions of the spectrum, improving the overall accuracy of the simulated spectrum and broadening the
computed frequency range.

Published by AIP Publishing. https://doi.org/10.1063/5.0217883

INTRODUCTION

Dielectric spectroscopy captures a wide range of inter- and
intra-molecular interactions, creating challenges for both theory and
experiment. The frequency range of interest often spans six orders of
magnitude, reflecting contributions ranging from collective molec-
ular rotations to bond vibrations and angle bends.1 Thus, multiple

experimental techniques spanning different frequency ranges2–5 are
needed. Computational methods face a similar challenge. They must
accurately represent both the intramolecular and intermolecular
interactions to capture the low and high frequency portions of the
dielectric spectrum.

Dielectric spectra are typically simulated using classical molec-
ular dynamics (MD).6–8 In classical MD, a force field—the definition
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of the potentials that create forces between the atoms in the
simulation—can be polarizable or non-polarizable. Non-polarizable
force fields can have combinations of point charges, dipoles, and
quadrupoles on atoms in the simulation, but those multipoles are
fixed in time throughout the simulation.9–13 Conversely, polariz-
able force fields can allow for induced charge, dipole effects,14–18

intermolecular charge transfer, and charge penetration.19–22 The
calculation of such effects makes polarizable force fields more com-
putationally expensive than their non-polarizable counterparts but
still significantly less expensive than ab initio molecular dynamics
(AIMD) methods.

Non-polarizable force fields have been tested extensively for
their performance in capturing the static dielectric constant of var-
ious materials and, to a lesser extent, their dielectric spectra.23–30

However, these force fields cannot capture charge transfer effects,
which are crucial in the nuanced representation of hydrogen bond-
ing, as any multipoles are static in simulations. In contrast, AIMD,
plus the inclusion of nuclear quantum effects for high-frequency
peaks,31 has the potential to capture all the experimentally observed
peaks in the dielectric spectrum of water.32 AIMD simulations
of solvents with sufficient statistics to access dielectric properties
below the Debye peak33,34 (for water, τD = 9 ps) are not readily
accessible. In practice, density functional theory functionals can dra-
matically overestimate the static dielectric constant.35,36 Machine
learning methods of generating force fields are less expensive than
AIMD methods but are not yet reliable for predicting the charges
and dipoles necessary for simulating dielectric spectra.37 In addi-
tion, these force fields are a significant challenge to parameterize for
arbitrary solutions beyond a neat solvent.38 Polarizable force fields
have neither of these limitations, holding great promise due to their
favorable balance between accuracy and computational efficiency.

The usual method of calculating dielectric spectra from these
simulations is the fluctuation dissipation theorem (FDT).39 In this
method, a trajectory of an ensemble of molecules is simulated at
equilibrium and the polarization is extracted. The susceptibility can
be evaluated from the autocorrelation between the dipole moments
of the total simulation at different times.40 However, this only does
well at capturing the low frequency portion of the dielectric spec-
trum. Conversely, one can take the Fourier transform of the dipole
moments to access the spectrum. This is most effective at high
frequencies.32

Here, we demonstrate a method of computing an accurate
dielectric spectrum over six decades of frequency using a single
molecular dynamics simulation. We generate a spectrum for water
from a combination of the autocorrelation and direct FDT meth-
ods, using estimates of the errors to determine the most accurate
method at each frequency. Furthermore, by combining this method
with polarizable force fields, we are able to split the contributions to
the total dielectric spectrum into static and induced multipolar com-
ponents. This allows us to decompose the spectrum and analyze the
source of each peak. Benchmarking polarizable force fields against
traditional non-polarizable force fields for water, we find that unlike
non-polarizable force fields, polarizable force fields have the poten-
tial to capture all the peaks in the water spectrum. We then analyze
the decomposed water spectrum at temperatures ranging from 275
to 350 K. Finally, we demonstrate the good agreement between the
experiment and simulated spectra for two additional solvents. This
illustrates the broad applicability of the AMOEBA polarizable force

field coupled with this method to capture solvent dynamics across a
wide frequency range.

SIMULATION DETAILS

Note: certain software is identified in this paper to foster under-
standing. Such identification does not imply recommendation or
endorsement by the National Institute of Standards and Technol-
ogy, nor does it imply that the software identified is necessarily the
best available for the purpose.

SPC/E and SPC/Fw (non-polarizable)

We benchmark two non-polarizable force fields for water: the
simple point charge–extended (SPC/E) force field and the sim-
ple point charge–flexible (SPC/Fw) force field. For our SPC/E and
SPC/Fw simulations,11,13,28 we constructed a simulation box of 500
molecules of water with packmol.41 We equilibrated the box for
5 ns in the NPT ensemble with periodic boundary conditions
in the Large-scale Atomic/Molecular Massively Parallel Simulator
(LAMMPS). Then, we simulated equilibrium dynamics in the NVT
ensemble for 20 ns. We used the Nosé–Hoover thermostat and baro-
stat with a temperature of 300 K and a pressure of 1 atm. We used
the Verlet integration algorithm with a time step of 1 fs after con-
firming no substantive change in spectral output for both the force
fields with time steps down to 0.1 fs and up to 2 fs. A cutoff distance
of 12.0 Å was used for intermolecular interactions. Particle–particle
particle–mesh (pppm) was used for Ewald summation.

The point charge on each atom in the SPC family of force fields
is time-invariant. There are no higher order multipoles. Thus, the
polarization is determined from the charge q and position (x, y, z)
of the N atoms in the simulation,

Pγ(t) =
N

∑

i
qiγi(t), (1)

for each dimension γ ∈ [x, y, z] of the simulation.

AMOEBA03, AMOEBA09, and HIPPO (polarizable)

We benchmarked two polarizable water models: the Atomic
Multipole Optimized Energetics for Biomolecular Applications
(AMOEBA03) water model and the Hydrogen-like Intermolecular
Polarizable POtential (HIPPO) force field.14,15,19 The HIPPO force
field extends the AMOEBA03 water model to include charge transfer
energetics in addition to the various static and time-variant mul-
tipoles of AMOEBA03. We used the AMOEBA09 model for our
simulations of formamide and methanol.15 For our AMOEBA03,
AMOEBA09, and HIPPO simulations, we constructed a simulation
box consisting of 500 molecules in an initial configuration gener-
ated by packmol.41 We equilibrated the simulation box for 5 ns in
the NPT ensemble and then ran dynamics in the NVT ensemble for
10 ns for water, 20 ns for formamide, and 50 ns for methanol, both in
Tinker.42,43 We used the Nosé–Hoover thermostat and barostat with
temperatures of 275, 300, 325, and 350 K and a pressure of 1 atm. We
used the Verlet integration algorithm with a time step of 1 fs after
confirming that time steps down to 0.05 fs offered no substantive
change to the spectral output. We included long-range electrostat-
ics contributions in our periodic simulations using a standard Ewald
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summation.14 We used a cutoff distance for long-distance van der
Waals type interactions of 10 Å and an Ewald cutoff distance of 7 Å.
Multipole analysis was performed in Tinker using the ANALYZE
program following the dynamics simulation.

The polarization of the simulation box in AMOEBA03 and
HIPPO simulations is determined from the combination of the time-
invariant point-dipoles (as with the SPC family), the time-invariant
(static) atomic dipoles μsta, and the time-variant (induced) atomic
dipoles μind,

Pγ(t) =
N

∑

i
[qiγi(t) + μsta

γ + μind
γ (t)]. (2)

The induced dipole moment is calculated for each time step in both
AMOEBA03 and HIPPO.14,15,19 An induced dipoles print-out was
added to the Tinker package to separate the induced and static dipole
moment components.

FLUCTUATION DISSIPATION THEOREM

We extract the frequency-dependent imaginary susceptibility
Im[χ(ω)] from the time series P(t) of the total dipole moment in
the unit cell in two different ways detailed in the following. (Note
that P is the total system polarization and not the polarization den-
sity.) We then combine these results to optimize the accuracy based
on the data for each frequency. We subsequently compute Re[χ(ω)]
using the Kramers–Kronig relation.

Autocorrelation

First, we compute the autocorrelation of the total dipole
moment,

⟨P(0)P(t)⟩ =∑
i
wiP(i)P(i + t). (3)

The weights wi correspond to randomly sampling each possible start
time i with replacement.

We then normalize the resulting autocorrelation to obtain
∑jwj = 1. For each such sampling, we compute the imaginary
susceptibility,

Im[χ(ω)] =
ω

3VkBTϵ0
∫

∞

0
dt cos (ωt)⟨P(0)P(t)⟩, (4)

where V is the volume of the simulation cell and ϵ0 is the permit-
tivity of free space. We repeat this analysis nrepeat times (specified by
the variable nrepeat in our code; see the supplementary material) with
different random weights and then compute the mean and standard
deviation to obtain χ(ω) with an error estimate.

This autocorrelation approach is similar to that of Ref. 44,
except that we introduce error estimation to combine the results
with a second approach that we detail in the following. In addition,
we remove empirical fixes used by Ref. 44, such as setting ⟨P(0)P(t)⟩
= 0 after it first crosses zero. The previously problematic regions are
automatically addressed in our method when we combine the results
of both approaches using error analysis.

Fourier transform

For our second approach, we apply the Wiener–Khinchin
theorem to compute the imaginary susceptibility directly from the
Fourier transform of the dipole time series, following the logic in
Ref. 32. We perform this computation using a Gaussian window
function,

Im[χ(ω)] =
ω

6VkBTϵ0σ
√

π

⋅ ∣∫

t0+nσ

t0−nσ
dt exp(−iωt −

(t − t0)
2

2σ2 )P(t)∣
2

. (5)

Here, for each ω, we pick the window size σ = 1/(2δω), the uncer-
tainty limit for time and frequency resolution in Fourier transforms,
where δω is the desired resolution in frequency. We set δω to the
spacing between ω on the logarithmic grid on which we generate
the results. We repeat this calculation for window center t0 spaced
evenly by 2σ throughout the total time tmax of the trajectory. The
Gaussian window width extends nσ with n = 3 on either side of t0,
such that its weight becomes negligible. This leads to ⌊tmax/(2σ)⌋ − 2
independent windows for which we apply Eq. (5). From these esti-
mates of Im[χ(ω)] for each ω, we calculate the mean and standard
errors.

Combination and error analysis

Finally, we combine the two estimates of Im[χ(ω)] above at
each frequency, with μ and σ denoting the mean and standard errors,
respectively, as

μnet =
∑j μjσ−2

j

∑j σ−2
j

, and σnet =
⎛

⎝
∑

j
σ−2

j
⎞

⎠

−1/2

, (6)

where j ∈ {autocorrelation, Fourier}, assuming a normal distribu-
tion for the uncertainty. Fig. 2S (supplementary material) shows
the individual estimates with error bands for the two methods and
the combined result for a short single trajectory of SPC/E MD as
an example. It should be noted that the autocorrelation estimate
is accurate at low frequencies and becomes increasingly inaccu-
rate with increasing frequency. In contrast, the Fourier method
has few windows and large errors at low frequencies and becomes
increasingly accurate (error band vanishes on plot) with increasing
frequency due to an increasing number of narrower time windows
that can be used for analysis. Together, the combined result achieves
excellent accuracy across the entire frequency range with relatively
short trajectories, allowing us to perform the analysis with rela-
tively expensive interatomic potential models. We also calculate the
dielectric constant from these simulations using the equation,

ϵs = ϵ∞ + ∑
γ=x,y,z

var(Pγ)

3VkBTϵ0
, (7)

where ϵ∞ is the high frequency dielectric constant and var(Pγ)

denotes the variance of the polarization along the γ direction.
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RESULTS AND DISCUSSION
Experimental and computational water spectra

In order to compare the spectra obtained from polarizable and
non-polarizable force fields, we have aggregated several dielectric
spectra of water from the literature45–54 to span the entire frequency
range of interest (Fig. 1-gray). The low-frequency dielectric con-
stant is ∼78. The imaginary portion of the spectrum shows six
peaks corresponding to six relaxation processes. The mechanisms
of these relaxation processes are commonly identified as: 1- collec-
tive reorientation,55 2- hydrogen bond translation or stretching,56,57

3- libration,57 4- angle bending,57 5- intramolecular asymmetric
O–H bond stretch,57 and 6- intramolecular symmetric O–H bond
stretch.57 The dielectric magnitude and Debye relaxation constant
of the peaks associated with these relaxation processes are provided
in the supplementary material- Tables IS and IIS

To demonstrate the importance of polarizable force fields,
we simulated two commonly used non-polarizable force fields for
water: SPC/E and SPC/Fw. The dielectric spectra from water sim-
ulations using SPC/E and SPC/Fw are shown in Fig. 1(a). These
results agree with the previously reported spectra.18,37 Both of
these non-polarizable force fields get the time constant and mag-
nitude of the Debye peak and the libration approximately correct.
The rigid SPC/E model captures no other peaks in the spectrum,
as expected. The flexible SPC/Fw model captures some of the
high-frequency peaks, although their magnitudes and locations are
incorrect. Neither of these models captures peak 2.

In contrast to non-polarizable models, both of the polarizable
force fields capture all six of the expected peaks [Fig. 1(b)]. The
dielectric constant of water is 89.4 ±2.6 from the AMOEBA03 sim-
ulations but is better reproduced with the HIPPO force field, 77.7
±4.3. These agree with the previously reported values.58,59 HIPPO
performs better at capturing the dielectric constant of water, but
notably does worse than AMOEBA03 at capturing all but the low
frequency peak of the water spectrum.

We note that the static dielectric constant is known to be a
difficult-to-converge quantity,36 requiring long simulation times to
adequately sample it. However, the behavior of the autocorrela-
tion of the polarization for the imaginary spectrum converges much
faster with increasing simulation time than the variance of the polar-
ization. This is expected because the imaginary part of the spectrum

is constrained to converge to zero at low frequency [Eq. (4)], accu-
mulating less error than the real part, which converges to ϵs. Our
calculation of ϵs from four simulations, each 50 ns in length, has
a greater error associated with it (see the supplementary material
Fig. 4) than the imaginary component of the dielectric spectrum
that we calculate with our method using only 10 ns [Fig. 1(b)].
Indeed, the imaginary component of the dielectric spectrum is
largely unchanged in features using only 300 ps of simulation time
(see the supplementary material Fig. 1), compared to a minimum of
10 ns of simulation time required for ϵs fluctuations to die down (see
supplementary material Fig. 4).

Decomposition of computational spectra

Because we are using polarizable force fields, we can separate
the contributions to the dielectric spectrum into the polarization
contributions from the induced dipoles and static multipoles. In
AMOEBA03, the total polarization has three terms: the static charge,
the static dipole moment, and the induced dipole moment. We cal-
culated the spectral components arising from the static and induced
components of the total polarization (Fig. 2). We then analyze each
peak to determine which spectral components contribute to it.

The static charge, static dipole, and induced dipole all con-
tribute to the Debye peak (peak 1), although the contribution from

FIG. 2. Total dielectric spectrum (black) of water using the AMOEBA water model
and dissected into contributions from induced (red) and static (blue) multipolar con-
tributions (induced-static cross term not shown; see the supplementary material)
at 300 K.

FIG. 1. (a) Imaginary component of spectra determined through our FDT method for SPC/E water (dotted red) and SPC/Fw water (solid red) at 300 K and experimental
spectrum from the literature (gray). Peak positions are indicated with the plus signs, and a 95% confidence interval is shaded around each curve. (b) Simulated dielectric
spectrum using the AMOEBA03 water model (red) and HIPPO force field (blue) with a composite experimental spectrum (gray) for comparison. Peaks are numbered by
relaxation processes described in the text.
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the static components dominates. Each spectral component peaks
at the same Debye frequency. This suggests that the contribution
from the induced polarization is incidental rather than the root cause
of the peak. That is, the induced dipoles are aligned with the field
as a consequence of the static charges and dipoles being aligned to
the field. Furthermore, when the geometry of AMOEBA03 water is
kept rigid, it can also reproduce the Debye peak, as can both rigid
and flexible non-polarizable models [Fig. 1(a)]. All these reproduce
the correct relaxation time (τD) of the Debye peak to within 30%
error. These taken together mean that the Debye peak of water is an
entirely inter-molecular relaxation process.

Conversely, the next-highest frequency peak (Peak 2) is
attributable primarily to the induced dipole moment polarization
(Fig. 2), as previously observed in AIMD simulations.32 AMOEBA
is able to capture the frequency of this peak solely from the induced
atomic dipolar interactions, although the magnitude of the simu-
lated peak is lower than the experimental one. However, HIPPO
adds additional time-variant multipolar interactions compared to
AMOEBA03, yet even further underpredicts the magnitude of this
peak. The performance of HIPPO is surprising considering that
charge transfer among water molecules contributes to the magni-
tude of the analogous Raman peak.57,65 This shows that the use of
a polarizable force field, while necessary to describe the interactions
that cause this peak, is not necessarily sufficient depending on the
polarizable force field.18,65 HIPPO’s performance may be because the
charge transfer term in HIPPO does not involve explicit transfer of
charges. It instead is solely an energetic term rather than an explicit
charge distribution term that would impact the dielectric response.

The remaining four peaks in water’s dielectric spectrum are
closely associated with water’s infrared-active modes. Peak three is
a libration mode; peak four is an angle-bending mode; peak five
is an asymmetric bond stretch; and peak six is a symmetric bond
stretch.18,32,66,67 The libration is a whole-molecule rocking motion
and so does not require flexible molecular geometry for this motion
to occur in simulations. Therefore, rigid force fields, such as SPC/E,
can reproduce this peak [Fig. 1(a)]. However, all the remaining three
peaks require intramolecular motions and so are reproduced only by
using flexible models.

Changing temperature

To further resolve water’s spectral features, we decompose its
spectrum at temperatures ranging from 275 to 350 K, as shown in

FIG. 3. Total (a), static (b), and induced (c) dielectric spectra of liquid water at
temperatures of 350 K (red), 325 K (pink), 300 K (purple), and 275 K (blue).

Fig. 3. Notably, the relative magnitude of the static and induced con-
tributions to each peak appears to be independent of temperature.
With decreasing temperature, peak 1 shifts to lower frequencies.
The dielectric constant also increases in magnitude with decreasing
temperature; see Table SI (supplementary material). The decreasing

FIG. 4. Total dielectric spectra (black) of (a) methanol and (b) formamide using the AMOEBA09 force field at 300 K compared to experimental spectra (gray) for methanol60–62

and formamide.63,64 Molecular structures are indicated in the ball-and-stick format.
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frequency of peak 1 isolates peak 2, which is particularly clear from
the induced spectra [Fig. 3(c)]. Peak 3 becomes sharper at lower
temperature, as expected from experimental observations from IR
spectroscopy (identified in that reference as peak L2).54 This may be
attributed to the (experimentally observed53) stiffening of the hydro-
gen bonding network with decreasing temperature. The increasing
hydrogen bond strength constrains the librating motion and thus
narrows the distribution of time scales at which the libration occurs.
In contrast to the low frequency peaks resulting from intermolecular
motions, the location of the spectral features at higher frequen-
cies are mostly unchanged with temperature, a trend also observed
experimentally68 in the analogous IR modes.

Other solvents

Demonstrating this approach with other solvents, we calcu-
late the dielectric spectra of methanol and formamide using the
AMOEBA09 force field. Figure 4 shows these computed spectra
[methanol in panel (a) and formamide in panel (b)] alongside exper-
imental data.60–64 The formamide and methanol Debye peaks are at
lower frequencies than water’s Debye peak, and their spectra contain
several peaks over a broad frequency range. The calculated dielectric
spectra agree well with the experimental spectra from the literature,
further illustrating the utility of both this method and the AMOEBA
force field.

CONCLUSIONS

We have developed a new method for computing the dielectric
spectrum of solvents through the fluctuation dissipation theorem.
We used this to benchmark the AMOEBA03 polarizable water
model against several well-known non-polarizable models of water,
including force fields with both rigid and flexible geometry. The
calculated spectrum from AMOEBA03 reproduces all the spectral
features in water’s dielectric spectrum, unlike the non-polarizable
models. Furthermore, we decomposed the spectra of water at mul-
tiple temperatures into components resulting from the static and
induced polarizations. Using this decomposition, we identified that
one spectral feature, peak 2, is produced purely by induced mul-
tipolar interactions, explaining its absence in spectra from non-
polarizable force fields. We also demonstrate the use of this method
with the AMOEBA09 force field to calculate the dielectric spec-
tra of methanol and formamide, both of which agree well with the
experiment.

SUPPLEMENTARY MATERIAL

The supplementary material contains tables of the dielectric
relaxation parameters for water from spectra produced from various
force fields and a temperature sweep using the AMOEBA03 water
model. Details of the fitting procedure are also provided. An error
analysis relating to simulation time is also provided. The Python
code to perform our dielectric spectrum determination, along with
molecular dynamics input files for each liquid, is provided here.
Input parameters for the code to calculate dielectric spectra via our
method are explained in the supplementary material.
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