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Abstract: Cells contain a multitude of different chemical reaction paths running simultaneously and quite independently 
next to each other. This amazing feat is enabled by molecular recognition, the ability of biomolecules to form stable and 
specific complexes with each other and with their substrates. A better understanding of this process, i.e. of the kinetics, 
structures and thermodynamic properties of biomolecule binding, would be invaluable in the study of biological systems. 
In addition, as the mode of action of many pharmaceuticals is based upon their inhibition or activation of biomolecule tar-
gets, predictive models of small molecule receptor binding are very helpful tools in rational drug design. Since the goal 
here is normally to design a new compound with a high inhibition strength, one of the most important thermodynamic 
properties is the binding free energy G

0.  

The prediction of binding constants has always been one of the major goals in the field of computational chemistry, be-
cause the ability to reliably assess a hypothetical compound's binding properties without having to synthesize it first 
would save a tremendous amount of work. The different approaches to this question range from fast and simple empirical 
descriptor methods to elaborate simulation protocols aimed at putting the computation of free energies onto a solid foun-
dation of statistical thermodynamics. While the later methods are still not suited for the screenings of thousands of com-
pounds that are routinely performed in computational drug design studies, they are increasingly put to use for the detailed 
study of protein ligand interactions. This review will focus on molecular mechanics force field based free energy calcula-
tions and their application to the study of protein ligand interactions. After a brief overview of other popular methods for 
the calculation of free energies, we will describe recent advances in methodology and a variety of exemplary studies of 
molecular dynamics simulation based free energy calculations. 

Keywords: Protein-ligand binding, free energy calculations, thermodynamic integration, molecular dynamics, computer aided 
drug design, virtual screening. 

1. INTRODUCTION  

A cell's metabolism consists of thousands of chemical re-
actions running in parallel. The ability to run and regulate 
these complex biochemical networks to maintain homeosta-
sis and reproduce is not only essential for but can be put 
forward as the very definition of a living organism [1]. Mo-
lecular recognition plays a critical role almost everywhere in 
this process [2]. Enzymes rely on their ability to tightly and 
specifically bind their substrates and cofactors to provide 
efficient catalysis, cellular signalling cascades are initiated 
by small molecule messenger recognition and the activity 
and expression of proteins is regulated by such a multitude 
of biomolecule binding phenomena that even a most basic 
survey of them is a daunting endeavour [3, 4].  

Here, we will focus on protein-ligand binding, where 
ligand stands for any small organic molecule with 'drug-like' 
properties [5]. Such interactions are of particular interest 
because the bulk of drug action mechanisms involves the 
binding of a pharmaceutical compound to a protein target  
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[6]. Without disregarding other possible action mechanisms 
such as nucleic acid binding drugs [7, 8], therapeutic anti-
bodies [9] or other pharmacologically active molecules, we 
will define 'drug-design' in this article as the art of finding 
small organic molecules with acceptable toxicological and 
ADME (absorption, distribution, metabolism and excretion) 
properties that are active, i.e. binding with a high affinity, 
towards a given drug target. 

 

Fig. (1). A minimal model of competitive inhibition where a recep-
tor R can either bind a ligand L to form the complex C or an inhibi-
tor I. All binding is reversible to form noncovalent complexes. The 
binding strength of L and I is given by their binding constants KD 

and KI, respectively. 

Another important property of a promising drug com-
pound, apart from the free enthalpy of binding, is its aqueous 
solubility. This property is important for e.g. a compound’s 
suitability for oral uptake and its membrane permeability and 
the development of many early drug candidates is cancelled 
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due to insufficient solubility [10]. Theoretical methods to 
predict solubilities for new compounds are an equally impor-
tant part of computational drug design (for recent reviews 
see [11, 12]).  

From a thermodynamical perspective, the simplest possi-
ble model for ligand binding is the reversible association of a 
ligand and receptor molecule to form a noncovalent 1:1 
complex. The most important thermodynamic quantities de-
scribing the binding process are the corresponding standard 
Gibbs binding free energy G

0
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in which L, R and C stand for a ligand, free receptor and 
complex, kon and koff are rate constants and KA is the complex 
association constant. Its inverse, the complex dissociation 
constant KD is the most widely used measure for a ligand's 
binding strength. Binding processes can in reality be much 
more complicated than the simple model given here, due to 
effects like oligomerisation of receptors, multiple binding 
sites, allosteric effects, irreversible covalent binding or 
multistep kinetics to name only a few. Nevertheless, charac-
terizing the activity of a ligand by a single KD constant is 
common, even when the binding kinetics are not fully under-
stood.  

When the ligand in question acts as a competitive inhibi-
tor I to a second ligand L binding the same receptor, as in 
Fig. (1), its affinity is often given not as an inhibition con-
stant KI but as an IC50 value. This is the inhibitor concentra-
tion at which the receptor occupancy is 50% of what it would 
be in the absence of inhibitor. The inhibition constant KI and 
IC50 value are related via the Cheng-Prusoff equation [13]: 

IC50 = KI 1+
L0[ ]

KD

            (2) 

where [L0] and KD are the initial concentration and dissocia-
tion constant of the competing ligand L. The derivation of 
equation 2 assumes that ligand and inhibitor are added in 
excess of protein and that they bind reversibly and 
stoichiometrically to the same single binding site on the re-
ceptor. If the assay in question was conducted with a ligand 
concentration far below its KD, then KI and IC50 are approxi-
mately equal. Since the two values are proportional, the same 
relative (but not absolute) binding free energies for a set of 
inhibitors will be calculated from either, but only if identical 
assays were used for all inhibitors. Generally, IC50 values are 

                                                
1These free energy and equilibrium constants refer to the appropriate stan-
dard state of 1M reactants at 1 bar and 298.2 K. All thermodynamic quanti-
ties given in this work are standard free energies and equilibrium constants 

and should strictly speaking be written as G
0

and K
0

. For improved legibil-
ity, the authors have consistently omitted the corresponding thermodynamic 
state from here on. Nevertheless, the proper standard state is implied in each 
case.  

dependent on the conditions under which the inhibition 
measurement was conducted and experimental data should 
be interpreted with this consideration in mind. 

Drug design has evolved significantly from the trial-and-
error approach of earlier times [14]. Modern rational drug 
design starts from a well characterized target, preferably with 
structural information from X-ray crystallography. Hundreds 
of macromolecular drug targets are known today and analy-
sis of the human genome suggests that there may be thou-
sands more to be discovered [15]. Against the selected target 
a collection of candidate molecules is tested. Such a chemi-
cal library can either be one of the standardized sets of thou-
sands of drug-like molecules that pharmaceutical companies 
maintain [16, 17] or be specifically built by means of combi-
natorial chemistry for the target in question [18]. High 
throughput screening (HTS) techniques are then used to find 
active compounds within the set and once promising lead 
molecules are identified, their binding affinity and pharma-
cological properties are improved through chemical optimi-
zation until a promising drug candidate is produced [19]. 
During this optimisation process from early hit to drug can-
didate molecule, the compound's binding strength will in-
crease by several orders of magnitude, typically from a lower 
micromolar to below nanomolar KD.  

While the experimental elucidation of all relevant ther-
modynamic quantities for receptor binding of a ligand is 
possible [20], it is rarely done in practice. A quantitative in-
vitro determination of a lead compound's KD, using large 
amounts of time and biochemical sample material, would be 
prohibitively expensive but of limited usefulness to predict 
its later in-vivo properties. Therefore, especially in the early 
HTS stage of drug development, qualitative assays are used 
to give a fast hit-or-miss assessment of binding affinity. This 
approach is plagued by generating large numbers of false 
positive 'hits' [21] and may miss important thermodynamic 
or kinetic properties [22]. On the experimental side, the 
emergence of reliable microcalorimetry methods might help 
to make the measurement of a ligand's full thermodynamic 
profile more of a standard technique in the future [23, 24]. 
Alternatively, the tools of computational chemistry can be 
used as additional filters for chemical libraries and to gener-
ate supporting data through every step of the drug design 
process [25].  

Virtual or 'in silico' screening techniques aim at predict-
ing the binding strengths or complex structures of new 
ligands from available data, empirically optimized models or 
physico-chemical first principles [26, 27, 28]. The appeal of 
studying novel compounds without the need to actually syn-
thesize them first was apparent early on in the development 
of computational chemistry and has led to a broad and lively 
field of study [29]. Despite enormous advances in the last 
decades, the prediction of binding properties is still a pre-
carious task [30, 31], but the number of computationally 
designed drugs on the market [32, 33], while still small, is 
rising. The efforts of computational drug designers can be 
roughly grouped into three different approaches, listed here 
in order of increasing computational effort, required struc-
tural input and predictive power:  

• Quantitative Structure Activity Relationship (QSAR) 
methods try to predict binding affinities from simple 
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structural and physical properties of molecules [34, 
35]. Commonly used properties or descriptors include 
the octanol-water partition coefficient, approximate 
surface area, or polarity of a molecule, but many more 
are in use [36]. Statistical regression techniques are 
used to find correlations between the molecular de-
scriptors and affinities for a test set of molecules with 
known properties. Once a valid prediction function 
has been established, it can be used to compute prop-
erties for new molecules. The results of QSAR meth-
ods depend strongly on using significant descriptors 
and on a training molecule set that covers a sufficient 
range of chemical space. Both of these requirements 
are hard to meet. QSAR models are widely applied in 
drug design because they are fast, allow for the incor-
poration of diverse experimental data and require no 
knowledge of receptor structures and complex geo-
metries. More recent QSAR models have begun to 
utilize 3D-structural information in their predictions 
[37, 38].  

• Ligand Docking calculations aim at computing bind- 
ing geometries and energies of ligands to a known re- 
ceptor structure with no or little prior knowledge of  
the binding modes [39]. Docking programs rely on ef- 
ficient heuristic ligand placement algorithms and fast  
empirical scoring functions to minimize the computa- 
tional effort needed for each ligand. Several well es- 
tablished docking tools exist, such as Dock [40, 41],  
AutoDOCK [42], FlexX [43, 44], GOLD [45] or  
Glide [46, 47], that implement different algorithms to  
solve the docking problem. Traditionally, docking in- 
volves the placement of a flexible ligand into a static  
receptor binding site, but in recent times techniques to  
include at least some measure of receptor flexibility  
have been developed [48-52].  

• Free energy calculations try to compute free energies 
for molecular systems based on the principles of sta-
tistical thermodynamics. Established molecular me-
chanics force fields and algorithms are used to de-
scribe a system's dynamics and energetics. Thereby, 
free energy calculations automatically include both 
ligand and receptor flexibility. No case-by-case pa-
rameter fitting is performed, so that the quality of re-
sults should be independent of the system studied. 
Free energy calculations commonly involve conduct-
ing extensive computer simulations of the studied 
biomolecules requiring computational efforts several 
orders of magnitude higher than the above two tech-
niques. To justify this expense, results must be reli-
able and close to quantitative. In comparison to 
QSAR and ligand docking approaches, free energy 
calculations to compute binding affinities have only 
recently become employed in drug design applica-
tions.  

Within the realm of free energy calculation methods, a 
further subdivision can be made into molecular alchemy 
methods, potential of mean force calculations and the newer 
endpoint methods like e.g. MM-PBSA. The differences be-
tween these will be discussed in the Theoretical Background 
section below. The endpoint type of calculations is some-
what less expensive in terms of computational effort than the 

first two categories and it is uncertain if they can be per-
formed with the same level of rigor as “traditional” free en-
ergy calculations. Nevertheless, all these approaches are 
generally referred to as free energy calculations. 

This review will focus on the last type of methods, aimed 
at calculating binding free energies based on the principles of 
statistical thermodynamics. The QSAR and ligand docking 
approaches have been extensively reviewed elsewhere, as 
have earlier applications of the free energy techniques de-
scribed in the following [53-59]. We will present a brief 
summary of the various free energy calculation methods, the 
underlying principles of which have mostly been known for 
a long time. This will be followed by a description of several 
recent studies, to show how advances in modern computer 
simulations have made it possible to apply free energy calcu-
lations to study protein ligand binding. Plenty of examples 
for free energy calculations in other areas of biomolecular 
studies exist [60, 61], but we limit our selection to examples 
of protein-small molecule interactions. The authors acknowl-
edge that any selection of examples out of a field as diverse 
as this is strongly subjective and can make no claim of ex-
haustiveness. 

2. THEORETICAL BACKGROUND  

Free energy calculations rely on the fundamental rela-
tionship between the Helmholtz free energy and the configu-
ration integral (or partition function). It is furthermore usu-
ally assumed that, when condensed phase systems are stud-
ied, a state's Standard Gibbs and Helmholtz free energy are 
approximately equal:  

G0 F0
= kBT lnZ ; Z = e Ei /kBT

i

           (3) 

While the partition function Z of even a moderately complex 
system cannot be calculated explicitly, it can be approxi-
mated from an ensemble of Boltzmann-weighted conforma-
tional snapshots. These ensembles can be generated via 
Monte Carlo or Molecular Dynamics simulations. For the 
extremely complex conformational spaces of biomolecules 
severe sampling problems can occur, but even in cases where 
statistical or systematic error generates flawed conforma-
tional ensembles, re-weighting schemes can be used to trans-
form them into Boltzmann-weighted distributions [62]. 

The method used to generate the conformational ensem-
ble is rather unimportant; both techniques will give identical 
answers in the limit of infinite sampling. Since MD simula-
tions appear to be used more often in molecular modelling 
applications, they will be briefly summarized in the follow-
ing. For a more detailed description, see e.g. [63-65].  

MOLECULAR MECHANICS FORCE FIELDS AND 

DYNAMICS SIMULATIONS  

The Molecular Mechanics (MM) model makes use of 
force fields, which are collections of parameters and poten-
tial functions to describe a chemical system in terms of pre-
defined atom types and topologies. The total energy is nor-
mally expressed as a sum of simple empirical potentials 
which are additive as described in equation 4. 
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Electrons are not treated explicitly in MM calculations; 
instead their effects are accounted for implicitly via har-
monic or trigonometric potentials for bonded atoms and via 
the Coulomb and van-der-Waals equation for non-bonded 
atoms. As an example, the potential energy equation for the 
Amber suite [66, 67] of force fields takes the form:  
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in which Kr, K , Vn, req, eq, n,  and  are parameters de-
scribing bonded interactions, Aij and Bij are van der Waals 
parameters and qi, qj atomic partial charges. kex and lex are 
constants describing the exclusion of certain atoms from 
non-bonded interactions: van-der-Waals and Coulombic po-
tentials are normally not evaluated for atoms connected by 
one or two intervening bonds and they are reduced by a 
given factor for atoms separated by three bonds (In the re-
cent Amber force field, k1 4 is 2.0 and l1 4 is 1.2). Several 
force fields exist that are designed to describe biochemical 
systems, the most common of which are the Amber [68-71], 
CHARMM [72], GROMOS [73] and OPLS [74] force fields. 
In addition to these, there are non-additive or polarizable 
force fields like Amber ff02 or AMOEBA [75, 76]. While 
polarizable force field are being used in computational drug 
design studies [77], most protein-ligand binding calculations 
do use simple additive force fields for MD simulations and 
our discussion will focus only on these types. 

To accurately describe condensed phase systems under 
standard conditions, various algorithms are employed to con-
trol the system temperature and pressure. To simulate sol-
vated systems, the aqueous environment can be described by 
an implicit solvent such as Generalised Born [78-85] or Pois-
son-Boltzmann models [86, 87] or explicitly, in which case a 
simulation box containing the system including a shell of 
water molecules is infinitely replicated in all directions via 
periodic boundary conditions. Non-bonded interactions are 
then only explicitly calculated up to a given cutoff radius and 
corrections for long range interactions are accounted for 
through e.g. Ewald sum calculations [88, 89]. 

A molecular dynamics simulation uses a force field equa-
tion to compute the time evolution of a system according to 
Newton's equations of motion. The state of the system at any 
time t can be derived from a given starting conformation via 
a Taylor expansion of the atomic coordinates' time depend-
ence [90]:  

   
r t + t( ) = r t( ) + t +

ƒ

2m
t( )

2
+ O t( )

3( )          (5) 

The propagation of the system via equation 5 usually can 
not be done analytically and numerical methods are used in 
which the system is propagated in increments of a given time 
step t using various integrator algorithms. Since the higher 
order terms in equation 5 are normally neglected, values for 

t are limited by the desired simulation accuracy. t should 
be smaller than the period of the fastest oscillation in the 
system and is normally about 1-2 fs. Larger time steps of 2 fs 
are possible if the fast stretching vibrations of bonds contain-
ing hydrogen atoms are constrained by algorithms like 
SHAKE [91].  

The rapid increase in computer power and better use of 
parallel computing in the last decades [92] allows MD simu-
lations in the multi-nanosecond range on systems containing 
tens of thousands of atoms to be routinely performed in 
hours or a few days at most. This enables simulations of 
most proteins and large nucleic acid oligomers and binding 
constants could in principle be calculated by simulating 
enough biomolecule-ligand binding and unbinding processes 
to determine the kon and koff rates. However, the available 
timescales are still far below of what would be necessary to 
observe spontaneous binding in MD simulations (the highest 
association rates are in the 107

M
1
s

1range [93] and half-time 
rates for protein-ligand complex dissociation can be as high 
as hours or days [94]). Therefore, more complex techniques 
must be employed to calculate binding free energies.  

COMPUTATIONAL ALCHEMY CALCULATIONS 

This work focuses on rigorous free energy calculations 
based on statistical thermodynamics which generally speak-
ing aim at computing the free energy difference between two 
states or chemical systems, A and B. Since the start and end 
states can be in principle arbitrarily different, free energies 
for chemically impossible reactions can be computed, e.g. 
transitions from A to B which change the number of atoms 
or their chemical properties. Therefore these calculations are 
also referred to as computational alchemy. In terms of com-
putational setup, the two states are represented by two poten-
tial functions, VA and VB, and exchanging the potential func-
tion used to describe the system model during simulation is a 
way of transforming it from one into the other. Below, dif-
ferent analysis approaches via which a free energy change 
can be computed from such a transformation are described, 
but first, the concept of a thermodynamic cycle with embed-
ded free energy calculation steps will be discussed. 

Alchemical free energy calculations describe processes 
that are not necessarily experimentally accessible and the 
computed free energy changes can only be determined with 
respect to an arbitrary zero of energy. Therefore, for these 
calculations to have any practical use, they need to be com-
bined in thermodynamic cycles so that experimentally rele-
vant data can be obtained. These cycles involve performing 
two or more transformations in a way that their free energy 
difference becomes a meaningful quantity. This means that 
such calculations can only compute relative free energies and 
are best suited to determine the change of a physical quantity 
when a compound's environment changes.  

As an example, Fig. (2) shows one possible thermody-
namic cycle, in which the binding free energy of two ligands 
(A and B) to a receptor (R) is compared. Here, the free en-
ergy calculations are set up so that the transition from start to 
end state corresponds to changing ligand A into ligand B and 
the transformations are simulated both for the ligand bound 
and unbound to its receptor. The free energy difference be-
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tween the two results is then equal to the binding free energy 
difference of A and B:  

 
G

unbound
A B( ) G

bound
A B( ) = G

Bind
= G

Bind
A( ) G

Bind
B( )  

              (6) 

With the thermodynamic cycle set up as shown, if the 
free energy cost of transforming ligand A into B were larger 
in the unbound than in the bound form, ligand B would bind 
stronger to the receptor than ligand A. Free energy calcula-
tions are therefore able to predict the effect of ligand modifi-
cations on their binding free energies. This can be a very 
useful tool for drug design applications, where it is necessary 
to improve the binding strength of a lead compound by sys-
tematic chemical modification [95]. Apart from the process 
depicted in Fig. (2), other thermodynamic cycles can be de-
signed to compute different physical properties such as pKa-
changes of deprotonatable groups, solvation free energies 
and the effects of amino acid point mutations on protein sta-
bility. 

In practice, a single alchemical transformation is often 
broken down into several steps, e.g. first changing the partial 
charges on all disappearing atoms to zero and then in a sec-
ond independent calculation removing the chargeless atoms' 
van-der-Waals interactions with their surroundings. One 
reason for this two-step procedure is that removing the van-
der-Waals potential of an atom with a nonzero charge can 
lead to simulation instabilities, the other is that the two free 
energies computed for the two sub steps can give an indica-
tion of the relative importance of electrostatic and van-der-
Waals energies in the studied transition. This interpretation 
should not be overrated however, since the free energy con-
tributions for the substeps depend on the order in which they 
are executed. They are not state functions and their physical 
interpretation is therefore ambiguous. 

One particular application, the calculation of absolute 
binding free energies, deserves further mentioning: In prin-
ciple it is possible to compute a ligand’s absolute binding 
free energy by having it completely disappear during the 
transformation, i.e. transforming it into 'nothing'. In practice 
this often involves transforming the ligand into so called 
'ghost' or 'dummy' particles that do not interact with their 
surroundings, which is equivalent to removing the particles 
themselves since any energy contribution from the ghost 
particles would exactly cancel in the two calculations. There 
is one problem associated with this procedure. While com-
pletely removing a molecule from the system poses no diffi-
culties in isotropic surroundings like solution, it is problem-
atic for a ligand bound to a receptor binding site. Near the 
end state of the transformation (which translates into -
values close to one in the TI formalism below) the almost 
fully decoupled ligand only weakly interacts with its sur-
roundings anymore and starts to drift away from its binding 
position. This leads to severe convergence problems and 
must be avoided by adding a suitable set of positional re-
straints before disappearing the ligand and accounting for 
their free energy effect. Several applications of this proce-
dure have been published recently and the technique shows 
promising results at least for small test ligands [96-102]. 

DATA ANALYSIS SCHEMES TO COMPUTE FREE 

ENERGIES 

Computing free energy changes associated with a compu-
tational alchemy transformation is in principle a straightfor-
ward process, but the peculiarities of molecular interactions 
and the force fields used to describe them introduce quite 
particular problems of sampling and statistical convergence 
of the results. The development of optimal analysis schemes 
for free energy calculations is an ongoing process and there 
have been a few exiting recent developments. We will begin 
the description of analysis schemes with the Thermodynamic 
Integration and related Free Energy Perturbation approaches, 
which are still employed in the majority of applied computa-
tional alchemy studies, followed by a discussion of newer 
schemes that appear to be of superior efficiency, like the 
Bennett acceptance ratio method. 

The free energy difference between two states can be 
evaluated with the Zwanzig formula [103] or Free Energy 
perturbation (FEP) approach. Starting from equation 3 it can 
be easily shown that:  

GFEP
= GB GA = kBT ln e VB VA[ ]/kBT

A
= +kBT ln e VA VB[ ]/kBT

B

              (7) 

where VA and VB denote the potential functions of states A 
and B and the angular brackets indicate that the exponential 
term should be evaluated over a Boltzmann-weighted en-
semble average generated according to the potential function 
of the indicated state. This gives FEP calculations a sense of 
direction, in that the potential energy differences can be av-

 

Fig. (2). Thermodynamic cycle to compute changes in binding free 
energy via free energy calculations. In this figure, horizontal arrows 
indicate alchemical transformations and vertical arrows indicate 
ligand binding processes. The difference in the free energy change 
of the two free energy calculations is equal to the difference in 
binding free energy for ligands A and B. The unbound transforma-
tion does not need to actually contain the receptor and normally just 
simulates the ligand transformation in a box of water molecules. 
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eraged over an ensemble generated using the start or end 
state potential function for a forward and backward transi-
tion, respectively. This allows estimating the convergence 
from comparing free energy results of forward and backward 
transformations.  

A calculation according to equation 7 will only converge 
within a reasonable time if the thermally accessible phase 
space of state A has considerable overlap with that of state 
B, i.e. if a conformational ensemble generated with potential 
function VA samples all relevant conformations of state B, 
too. In practice, as this is rarely the case, a FEP calculation is 
broken down into several small steps by simulating the tran-
sition from A to B via non-physical intermediate states and 
obtaining the total free energy as the sum of all free energy 
changes for transitions between intermediates. This approach 
of breaking down a transition into multiple smaller steps, or 
windows, shares some similarities with an alternative way to 
analyse free energy calculations, the Thermodynamic Inte-
gration (TI) approach [104]. 

In a TI calculation the two states of interest are consid-
ered to be connected via an additional non-physical coordi-
nate, commonly called , and a transition from system A to 
B along this non-physical reaction coordinate is simulated. 
At any point along  the system is described by a mixed po-
tential function V( ), chosen so that it corresponds to VA for 
 = 0 and VB for  = 1. The free energy difference between 

the states can then be obtained by integrating the Boltzmann-
weighted -derivative of the mixed potential function over :  

( ) ( )1

0

i

TI

i

i

V V
G d=

          (8) 

The last part of the equation indicates that, since the inte-
gration can not be performed in closed form, the integral is 

approximated numerically by evaluating /)(V
 at 

various fixed values i and by constructing the free energy 
curve via linear or higher order interpolation [105]. A TI 
calculation therefore consists of multiple independent simu-
lation windows that compute the gradient of the free energy 
curve at given -points.  will always be considered a static 
variable here, but dynamic -approaches exist as well [106]. 
Unlike calculations using the FEP formalism, there are no 
forward and backward transformations in TI calculations.  

There are many possible ways in which the mixed poten-
tial function V( ) can be constructed, the easiest of which is 
a linear interpolation between the two end state's potential 
functions which also reduces the free energy expression to a 
simple form:  

( ) ( )
1

0
  1  ;B A B AV V V G V V d= + =

            (9) 

Even though there are many possible ways to couple the 
two states via mixing their potential functions [107], the re-
sulting free energy change for the transition A  B is a state 
function and path independent. Choosing the optimal mixing 
function for a given system is therefore only a question of 
convergence and simulation stability.  

If equation 9 is used to conduct TI calculations, the much 
discussed 'endpoint catastrophe' problem [108, 109, 110] can 
occur: When the two states differ in the number of van-der-

Waals particles, the computed /V -values diverge for 

high or low values of  (The divergence is mild enough so 
that the overall integral in equation 8 stays finite). This be-
havior is caused by the functional form of the-van-der Waals 
potential, the r 12 repulsive term of which causes large poten-
tial energy fluctuations when scaled down linearly. Several 
solutions for this problem have been proposed, such as slow-
growth calculations [111], bond-shrink protocols [112] or 
non-linear mixing functions. One form of the later are so 
called soft core potentials that use a -dependent form of the 
van-der-Waals equation and efficiently solve the endpoint 
singularity problem [113, 114]. 

Free energy perturbation can be considered a special case 
among methods to compute free energies from non-
equilibrium work distributions, but the exponential averaging 
in equation 7 is far from statistically optimal2. Switching to 
the thermodynamic integration formalism of computing free 
energies to avoid this problem only works if smooth and 

converged free energy curves constructed from 
( )V

-

values are obtained, which is difficult when large chemical 
changes are simulated. Alternatively, several suggestions 
have been made for more efficient free energy estimation 
schemes. 

Originally developed in the framework of Monte-Carlo 
simulations, the Bennett acceptance ratio (BAR) method 
[115] offers an improved way to estimate free energy differ-
ences between two states when both the work for the forward 
(A  B) and the backward (B  A) transformation is com-
puted. From this data, the ratio of the two state's configura-
tion integrals QA and QB is given by:  

( )

( )
AAB

BBA

B

A

VVM

VVM

Q

Q
=                           (10) 

where angular brackets as usual denote Boltzmann averag-
ing. VA and VB are the two potential functions and M repre-
sents the Metropolis function M(x) = min {1,exp( x)} [116] 
which was used in the first formulation of equation 10. Any 
other (finite) weighting function can also be used instead of 
M, and from the expected square error in a computed free 
energy, Bennett could show that the Fermi function 
f(x)=1/(1+exp(x)) minimizes the expected square error, es-
pecially if one of the potential functions is shifted by a con-
stant value C. C depends on the sample size and the ratio of 
the configuration integrals and can be determined self-
consistently from simulation data. Although available for 
some time, BAR has only recently been further investigated 
and applied to free energy calculations. 

Its connection to other thermodynamic perturbation theo-
rems [117] has been explored and Shirts et al. presented a 

                                                
2 Note that the potential energy difference between the two states VB-VA is 
equal to the work needed to instantaneously exchange their potential func-
tions. 
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new interpretation of BAR in terms of maximum-likelihood 
estimators [118]. They could show that use of the acceptance 
ratio method will always yield a lower variance than expo-
nential averaging as in FEP. This is of particular interest to 
applications, since a set of data collected for a typical FEP 
calculation (forward and reverse transformations) could di-
rectly be used for BAR analysis as well. Additionally, an ex-
tension to the technique comparing multiple equilibrium 
states, called MBAR, was developed [119]. It uses the fact 
that for most free energy calculations several intermediate 
states are considered between the initial and final one and 
MBAR attempts to extract an optimal free energy estimate 
by using data from a comparison of all these states. 

These advanced data analysis techniques are close to be-
ing statistically optimal ways of computing free energies 
from potential energy differences and it has been suggested 
that they are significantly more efficient than TI calculations 
at least for the study of larger molecular changes [120]. It is 
likely that they will find broad application in the near future, 
maybe replacing Thermodynamic Integration as the most 
widely employed data analysis scheme in MD-based statisti-
cal mechanics free energy calculations. 

TI CALCULATION EXAMPLE: PREDICTING THE 
SOLVATION FREE ENERGY OF ACETAMINOPHEN  

In the following we will give a detailed example of how a 
typical free energy calculation, for a simple test system, 
would be performed. Evaluating relative binding free ener-
gies for different ligands according to the thermodynamic 
cycle in Fig. (2) often involves complex preparations of the 
system to ensure that a correct receptor structure and initial 
complex binding mode are used. Additionally, MD simula-
tions of biomolecules are computationally expensive and 
require the recording of long trajectories to include sufficient 
sampling. We will therefore give a simpler example for a 
typical thermodynamic integration calculation that neverthe-
less yields a thermodynamic quantity of pharmaceutical in-
terest: the absolute solvation free energy for the small mole-
cule acetaminophen (or paracetamol, a widely used analge-
sic).  

To computationally predict this quantity, two TI trans-
formations need to be performed: In the first an acetamino-
phen molecule (AAP) is transformed into 'nothing' while 
embedded in a box of water molecules. This transformation 
yields the free energy contribution of AAP-water interactions 

plus the internal free energy of acetaminophen. Since only 
the first of these two terms is needed, a second TI calculation 
is performed, namely transforming AAP into 'nothing' in 
vacuum. The difference between the two TI results will be 
interpreted as our estimate of the molecule's solvation free 
energy. This approach neglects free energy contributions 
from polarisation effects and changes in molecular vibration 
modes upon removal from the solvent.  

The first transformation in water was further broken 
down into two substeps, one in which only the atomic partial 
charges of the molecule are removed (step 1 in table 1) and a 
second one in which the chargeless acetaminophen molecule 
is transformed into nothing (step 2). In vacuum, only the 
charge removal step needs to be performed (step 3), because 
all other contributions to the internal free energy of the 
molecule (such as van-der-Waals, bond, angle and dihedral 

terms) are automatically excluded from the 
( )V

-term 

in the particular software implementation used (version 10 of 
the Amber modelling suite). This sets the free energy change 
of transforming a chargeless molecule to nothing as zero 
(step 4). This is valid because these free energy contributions 
occur in both TI calculations and cancel in the final result. 
Chargeless here means not only a neutral molecule but one 
with a partial charge of zero on every atom. Table 1 summa-
rizes the different calculations performed, the respective start 
and end states and the free energy contributions obtained. 

The total solvation free energy is then given by:  

( ), , ,Solv EEL Solution VDW Solution EEL VacuumG G G G= + +
 (11)  

The minus sign is necessary because the simulation com-
putes the free energy change for moving an acetaminophen 
molecule from aqueous solution into vacuum and the solva-
tion free energy describes the reverse process.  

The system was prepared using the gaff force field [121], 
RESP charges [122] for the acetaminophen molecule and a 
solvation box containing 938 TIP3P water molecules [123]. 
The system was rapidly brought to simulated conditions of 
300 K and 1 bar pressure and further equilibrated over 1 ns 

of MD simulation time. ( )V -values were collected over 

Table 1. Three TI Calculations are Performed in Total. All three resulting free energy contributions taken together give the solvation free 
energy of acetaminophen. (AAP)0 symbolizes a chargeless molecule with all atomic partial charges set to zero. The fourth step of 
transforming chargeless AAP into nothing in vacuum need not be performed as the specific TI implementation used sets its corre-
sponding free energy to zero. The index EEL indicates that the corresponding TI transformation changes only electrostatic proper-
ties, while VDW indicates a transformation that changes van-der-Waals and bonded potentials as well as atom numbers. The result-
ing free energies are given in kcal/mol. 

 Start State (V0) End State (V1) Free Energy Result 

Step 1 AAP in water (AAP)0 in water GEEL, Solution 141.8 

Step 2 (AAP)0 in water pure water GVDW, Solution -0.8 

Step 3 (AAP)0 in vacuum AAP in vacuum GEEL, Vacuum -128.5 

(Step 4) (AAP)0 in vacuum vacuum GVDW, Vacuum 0  
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a subsequent 1 ns length simulation under NTP conditions. 
The simulation protocol used was adapted from previous 
work [114] and uses the modified -dependent van-der-
Waals equation (soft core potentials) mentioned there. 19 -
values were used for each transformation (spaced equally 
from 0.05 - 0.95) and the free energy curves were integrated 
by linear interpolation.  

The results add up to a total solvation free energy of -
12.6 kcal/mol, in good agreement with acetaminophen's po-
lar nature and moderate solubility in water [124]. As a com-
parison, computing the solvation free energy via continuum 
solvent methods yields GSolv-values of -19.8 kcal/mol for 
Poisson-Boltzmann calculations [86, 87] and -18.9 kcal/mol 
using a Generalized Born solvation model [125, 126]. Mov-
ing from a simplified continuum solvent representation to an 
explicit description of water-solute interactions results in a 
markedly different free energy. Absolute solvation free ener-
gies are hard to measure and the authors are not aware of 
such experiments for acetaminophen, but a direct compari-
son with experimental data could be facilitated by perform-
ing a second TI calculation to compute the solvation free 
energy of acetaminophen in octanol, yielding the octanol-
water partition coefficient for the molecule.  

Note that the two GEEL-values have large absolute val-
ues but mostly cancel each other, indicating that they mainly 
stem from internal electrostatic interactions. The GVDW-
value is negative, mainly because it includes the important 
entropy effect of removing the solvent exclusion volume of 
the molecule. Fig. (3) contains a snapshot of the start and end 
states for Step 2 as well as the free energy curves from all 
transformations. Transformations involving electrostatic 
changes produce fairly linear curves, but the removal of 
chargeless AAP from water in Step 2 result in a highly non-
linear curve, which is typical for TI calculations utilizing the 

soft core potentials mentioned above. In subsequent steps, a 
more accurate estimate of the predicted free energy could be 
obtained by performing additional or longer simulations at 
selected -values, especially were the free energy curves are 
particularly steep.  

ALTERNATIVE FREE ENERGY CALCULATION 

METHODS  

Potential of Mean Force Calculations  

The FEP and TI formalism described above mostly deal 
with free energies for chemical changes along non-physical 
or alchemical reaction coordinates. They are complemented 
by a set of methods aimed at computing the free energy 
change associated with conformational changes along a 
physically possible path. Their results are Potentials of Mean 
Force (PMF), or free energy profiles calculated along some 
designated reaction coordinate. The underlying principle is 
straightforward and gives the free energy of the system as a 
function of a designated coordinate xi:  

( ) ( )
( )

( )

‡
x ‡

( ) ln ;  x /  

i

V

i B i i

Z x

G x k T P x P x e d Z

=

= =

       (12) 

Here, P(xi) is the probability of finding the system at a 
given point along the coordinate, which depends on a modi-
fied partition function Z(xi) in which x ‡ indicates that the 
integration is performed over all degrees of freedom, except 
xi. Equation 12 is given in the classical approximation where 
the sum in equation 3 is replaced with an integral. The prob-
ability P(xi) could in principle be directly extracted from a 
Boltzmann-weighted conformational ensemble of the sys-
tem. Unfortunately, this is rarely possible in practice, be-
cause even small potential barriers along the reaction coordi-

 

Fig. (3). Solvation free energy of acetaminophen (A). The start and end state for Step 2 of the transformation (see table 1) correspond to a 
chargeless acetaminophen molecule in a box of 938 water molecules, and a box of the same number of water molecules without the solute 
(B). The transformation simulates removing the molecule from water and computes the free energy contribution of this process. The three 
free energy curves for the three substeps are markedly different (C). The curves corresponding to electrostatic changes (Step 1 and 3) are 

fairly smooth but contain large absolute values. In contrast, the Step 2 transformation yields a highly nonlinear curve. ( )V -values are  
given in kcal/mol. 
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nate will prevent sufficient sampling to take place in an MD 
simulation of the system. Therefore, the umbrella sampling 
approach [108, 127] introduces additional biasing potentials 
to improve sampling and speed up the convergence of PMF 
calculations.  

This is done by dividing the reaction coordinate into dis-
tinct windows and running a separate simulation for each 
window with a harmonic potential added to the system to 
enforce sampling in a given region. From a simulation using 
this modified potential function V

† a free energy profile 
G

†(xi) is computed. The unbiased free energy profile can be 
computed from G†( xi) because the form of the biasing poten-
tial is known:  

2† )()()( Wii xxkxGxG =           (13)  

Here, k and xw are the force constant and midpoint of the 
biasing potential, optimal values of which, together with the 
optimum number of simulation windows, must be empiri-
cally determined for each system. Each simulation window 
yields a portion of the complete free energy curve from 
which the complete free energy profile can be constructed if 
the phase spaces sampled by adjacent windows have suffi-
cient overlap. For each pair of neighboring windows, an op-
timal constant energy offset Ki must be found for which they 
overlap best. This is often done via the weighted histogram 
analysis method (WHAM) [128, 129], which uses error 
minimization techniques to calculate the best estimate for the 
total free energy profile.  

An alternative way to compute a free energy profile 
along a physical reaction coordinate is the Jarzynski relation-
ship [130]. This method is distinct from every other ap-
proach presented here in that it allows the calculation of 
equilibrium free energies from non-equilibrium simulations. 
The equation can be considered a generalization of previous 
free energy relationships which simplifies to equations 7 and 
8 in the limiting cases of instantaneous and reversible transi-
tions. It gives the free energy difference between two states 
separated by a physical reaction coordinate as:  

)/(ln TkW

B
BeTkG =                               (14)  

where W is the work necessary to transform the system from 
the starting to the final conformation and the angular brack-
ets indicate an average over all possible transition pathways 
starting from a Boltzmann-weighted ensemble of starting 
states. The method is also referred to as the “Fast Growth” 
algorithm and a recent study showed its accuracy to be com-
parable to converged TI calculations in biochemically rele-
vant types of transformations [131]. It was shown that equa-
tion 14 is a special case of a more general theorem of non-
equilibrium perturbation theory [117]. In Crooks generalisa-
tion, an expression connecting average non-equilibrium work 
values for forward and backward processes with free ener-
gies was derived that extends Jarzynskis equation in a similar 
way that the Bennett acceptance ratio method extends the 
FEP approach. 

The Jarzynski relationship has been studied intensely 
over the last decade and many recent applications exist [132, 
133, 134, 135]. The method complements the alternative 
equilibrium free energy methods nicely in that it replaces the 
requirement for extensive sampling at any point in a reaction 

path with the necessity to conduct many non-equilibrium 
transitions from different starting points, making it easily 
parallelisable [136]. It should be noted that while equation 
14 is most often thought of in terms of “pulling” experiments 
in which a potential of mean force is calculated along a pre-
defined real-space reaction coordinate, there exists no prin-
ciple obstacle in applying them to the types of alchemical 
calculations discussed above. 

Endpoint Methods to Calculate Free Energies  

Endpoint methods, unlike the previously described ap-
proaches, attempt to compute the free energy difference be-
tween two states from simulations of these states only, with 
no consideration of either physical or non-physical interme-
diates.  

One such approach to the calculation of free energies is 
formulated in the MM-PBSA scheme that combines confor-
mational ensembles from molecular dynamics simulations 
with a continuum solvent model. The underlying ideas have 
been presented in [137, 138] and many applications of the 
method have been published [139-143], but the main ideas 
can be summarized as following:  

The approach aims at calculating binding free energies in 
solution as the sum of the vacuum binding free energy of a 
free ligand L, free receptor R and ligand-receptor complex C 
and a correction for the difference in solvation free energy 
between the species:  

( )  MM PBSA Vacuum Solv Solv Solv

Bind Bind C R LG G G G G= +
         (15) 

The free energy contributions are calculated for each 
member of an MD generated conformational ensemble 
(commonly using 100-1000 MD snapshots obtained at 1-10 
ps time intervals) and averaged. The conformational snap-
shots for the complex, ligand and receptor are usually ex-
tracted from a single MD simulation of the complex. There-
fore, MM-PBSA calculations assume that the average struc-
ture of the receptor and ligand are identical for the bound and 
unbound forms and that no major conformational changes 
occur upon ligand binding. While this could be easily reme-
died by running three independent MD simulations for the 
three species, the multi-trajectory approach leads to much 
slower convergence of the resulting binding free energies 
and seems not be used extensively in practice.  

The vacuum binding free energy in equation 15 is calcu-
lated from enthalpic and entropic contributions:  

( ) ( )    Vacuum

Bind C R L C R L
MM

G H H H T S S S= + +
    (16) 

where the angular brackets denote Boltzmann-weighted av-
eraging. The enthalpy H is given by the molecular mechanics 
force field and the gas phase entropy S is calculated from its 
translational, rotational and vibrational contributions using 
standard statistical thermodynamics models. The contribu-
tion of the vibrational degrees of freedom, approximated to 
be quasi-harmonic, is obtained from normal mode analysis.  

The solvation free energy contributions are computed by 
a continuum solvent model to avoid having to explicitly av-
erage over all solvent degrees of freedom. The original for-
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mulation of the MM-PBSA approach used Poisson-
Boltzmann calculations for the electrostatic component of 

GSolv and an empirical term linearly dependent on the sol-
vent accessible surface area (SASA) [144] for the hydro-
phobic component:  

 
G

Solv
= G

PB

Electrostatic
+ G

SASA

Hydrophobic
                     (17) 

Alternatively, the solvation free energy could be com-
puted from Generalized Born models (MM-GBSA) or by 
directly averaging the solute-solvent interactions and assum-
ing a linear solvent response [145]. 

In order to compute standard free enthalpies of binding, 
the MM-PBSA method assumes ideal solutes with activity 
coefficients of unity and negligible pressure work for bind-
ing of two molecules in condensed phase systems. In addi-
tion, since G in equation 15 is calculated by combining 
results from gas-phase interaction enthalpies, implicit solvent 
solvation free energies and gas-phase entropies, it is not im-
mediately clear how the correct standard state of 1M solutes 
at room temperature and pressure should be accounted for. It 
is quite complex to rigorously derive an expression for the 
standard free energy of binding from elementary statistical 
thermodynamics with full consideration of all approxima-
tions made (see Gilson et al. for an exhaustive review of the 
subject [97]). Of particular interest here is a correct represen-
tation of the change in entropy upon binding. The loss of 
translational and rotational entropy when a free receptor and 
ligand combine into a single complex is a large negative con-
tribution to the binding affinity and it is an open question if 
these entropy terms should be computed via the Sackur-
Tetrode equation as in e.g. [146] or via alternative models 
[147]. 

One problem of MM-PBSA is that its results are com-
puted as differences of very large energies computed by dif-
ferent models. Especially the electrostatic interaction energy 
and the change in solvation free energy upon binding tend to 
cancel each other to a certain degree and both are orders of 
magnitude larger than typical binding free energies. Addi-
tionally, entropy calculations via normal mode analysis are 
prone to overestimate the entropy loss for binding a ligand. 
Therefore they are sometimes skipped completely and rela-
tive binding free energies for two ligands are calculated by 
simply assuming that the entropic contribution to the vacuum 
binding free energy for both ligands is the same.  

This makes the reliability of MM-PBSA calculations de-
pend on fortuitous cancellation of errors which might differ 
from system to system and requires careful checking of re-
sults against experimental data. Nevertheless, the MM-PBSA 
method generated some highly encouraging results in early 
applications and has been successfully applied to protein 
ligand binding studies as well as other questions of macro-
molecular stability. The emerging consensus appears to be 
that MM-PBSA calculations can be useful as drug-design 
tools if applied skillfully, but that the method may perform 
poorly at times. From an extensive compilation of MM-
PBSA results [148], Shirts et al. give mean square errors in 
calculated binding free enthalpies of ca. 5 kcal/mol or more, 
which would put the achievable level of accuracy for MM-

PBSA below that of computational alchemy type free energy 
calculations. Nevertheless, the method is highly appealing 
for drug design studies, because in principle binding free 
energies for arbitrarily different ligands can be compared and 
the calculation of absolute binding free energies, while chal-
lenging, is possible.  

Another popular free energy method, the linear interac-
tion energy (LIE) approach pioneered by Åquist [149], is 
like MM-PBSA an endpoint method that calculates binding 
free energies from MD simulations of bound or free ligands 
only, without relying on any intermediate states like in the 
FEP or TI formalism. The LIE approach has been reviewed 
extensively in the past [150, 151] and will be presented only 
briefly here. The main ideas are that the binding free energy 
of a ligand can be computed from the difference in interac-
tion energy with its surroundings when the bound and free 
state are compared. Furthermore, it is assumed that the bind-
ing free energy can be divided into an electrostatic and non-
polar component. These two components are then weighted 
via empirical parameters, optimized with respect to experi-
mental data:  

( ) ( )=  + V +  LIE VDW VDW EEL EEL

Bind bound free bound freeG V V V
     (18) 

where angular brackets denote ensemble averages generated 
by MD simulation, V represents the interaction energy of a 
ligand with its surroundings in the free (i.e. solvated) and 
receptor bound state and ,  and  are the empirical con-
stants. EEL and VDW stand for electrostatic and Lennard-
Jones contributions to the interaction energy, as defined by a 
MM force field. In the first application of LIE, the three con-
stants were set to 0.16, 0.5 and 0.0, but more recent studies 
have used a ligand-dependent  which led to a revised pa-
rameter set [152, 153].  

The LIE approach has been used in several studies and 
generally leads to accurate calculations of binding free ener-
gies when compared to experimental data [154]. It is compu-
tationally efficient since no simulations of intermediate states 
are required and it allows straightforward calculations of not 
only relative but also absolute ligand binding free energies. 
The method as outlined in equation 18 does not consider 
intramolecular energy changes in the ligand and receptor. It 
approximates them to be linearly dependent on the interac-
tion energies computed and relies on the empirical parame-
ters to correctly account for these contributions. In several 
studies the LIE constants were reparametrised specifically 
for the biochemical systems studied [155-157] and if this 
case-by-case refitting should prove to be necessary in gen-
eral, it would diminish the predictive power of the LIE 
method. However, Åquist et al. argue [58] that their revised 
LIE parameter set is robust and predictive for systems not 
used in the parameterization, which indicates validity of the 
method over a broad range of applications.  

3. APPLICATIONS  

In the following we will present several exemplary stud-
ies that used high-level 'alchemical' free energy calculations 
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to study protein-ligand binding. We emphasize recently pub-
lished accounts, since the methodology in the field is ad-
vancing rapidly. The references in this review are confined 
to works of general interest in the field of free energy calcu-
lations, therefore citations particular to the studied systems 
described below are omitted here and can be found in the 
respective papers. 

Binding of Small Aromatics to an Artificial T4 Lysozyme 

Binding Site  

For free energy calculations to be used in applied protein-
ligand binding studies, it is imperative to have a good esti-
mate of their accuracy. Extensive validation studies of multi-
ple ligands binding to a receptor are still largely confined to 
small test systems due to the high computational demand of 
the necessary calculations. We will therefore present one 
study on the binding of non-pharmaceutical test compounds 
to a model binding site before moving on to more applied ex-
amples of computational alchemy.  

The L99A mutant of T4 lysozyme which contains an arti-
ficial lipophilic binding site is a popular test system for pro-
tein ligand binding phenomena both for theoreticians and 
experimentalists. In a recent study, Mobley et al. examined 
the binding of small organic molecules to this receptor [99], 
a problem that multiple other computational chemistry 
groups have tackled as well [158-161]. In selecting a binding 
site that does not contain titratable groups, ordered water 
molecules or cofactors and does not undergo large scale con-
formational changes upon binding, the authors exclude errors 
stemming from these issues. The accuracy of their results 
will therefore depend mainly on force field quality, com-
pleteness of MD sampling and the use of suitable starting 
conformations.  

The authors first perform a retrospective study in which 
the known binding free energies for 11 binding and two non-
binding molecules are recalculated. All ligands studied were 
small, rigid, aromatic molecules, e.g. benzene, indole and p-
xylene. For complex starting geometries, ligand docking 
poses generated by the DOCK program were used. The free 
energy calculations included an additional restraining step 
for the complex which allowed absolute binding free ener-
gies to be computed. Free energy evaluations were per-
formed using the Bennett acceptance ratio method. 

The authors were able to quantify the effect of several 
protocol modifications on the computed GBind-values. 
Computation using only the best-ranking docking pose as 
starting geometry resulted in a total rmsd value for the com-
puted vs. experimental binding strength of 3.5 kcal/mol. This 
spread could be reduced to 2.6 kcal/mol when multiple start-
ing conformations from different docking poses were used. 
Additionally accounting for the free energy contribution of a 
protein sidechain reorientation (for aar Val111, which is 
known to populate a rotameric state different from that in the 
apo-protein for several bound ligands) via a confine-and-
release approach [162] further lowered the rmsd for the 
whole set of ligands to 2.2 kcal/mol. Finally, the use of an 
improved charge model for the ligands (AM1-BCC instead 
of the previously used AM1CM2) resulted in a best-case 
average error for the computed GBind of 1.89 kcal/mol with 
a correlation coefficient R of 0.8. At this point, the agree-

ment with experimental data of the free energy calculation 
was significantly higher than that of the binding scores from 
the previous docking step and allowed a clear distinction 
between binding and non-binding compounds and a fairly 
accurate ranking of the ligands according to their affinity.  

Using the optimal simulation protocol identified above, a 
subsequent prospective study predicted the binding strengths 
of five new compounds (again, small rigid aromatics) identi-
fied by ligand docking calculations. The prediction of four 
binding and one non-binding molecule was affirmed by 
measurements of the changing melting temperature of the 
protein as well as by directly determining GBind for the new 
compounds via isothermal titration calorimetry. Addition-
ally, the binding modes of three of the new ligands were de-
termined by X-ray crystallography and found to be in good 
agreement with predictions from the MD simulations.  

This study shows that the determination of absolute bind-
ing free energies to within 2 kcal/mol accuracy is possible 
even for compounds where no binding mode is previously 
known. However, the compounds studied were small and 
rigid molecules binding to a simple model binding site. For 
the routine application of absolute binding free energy calcu-
lations to arbitrary protein ligand binding phenomena, the 
careful consideration of alternate binding modes or protein 
conformational changes as performed in this study seems 
critical for reliable results.  

Glycogen Phosphorylase Binding of Glucose Hydantoin 

Derivatives  

The strength of MD based free energy methods lies in 
their explicit consideration of potential conformational 
changes important for binding that are hard to account for in 
simpler methods. Apart from conformational changes in the 
protein or ligand, these can also be changes in the network of 
bound water molecules often surrounding a binding site. The 
recent study of Archontis et al. [163] about glucose deriva-
tives binding to glycogen phosphorylase is one such exam-
ple: 

OHO
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Fig. (4). Three hydantoine ligands to glycogen phosphorylase. The 
effect of a different N-substituent on the inhibition strength was 
investigated. 

The enzyme glycogen phosphorylase (GP) is involved in 
the degradation of glycogen to supply energy to skeletal 
muscles. It is also, via binding glucose, involved in regula-
tion of the glycogen metabolism where GP inhibition leads 
to a reduction in the blood glucose level. It is therefore con-
sidered a drug target with potential therapeutic applications 
for diabetes mellitus and GP inhibitors with stronger binding 
affinities than the relatively weakly binding glucose (with a 
KI in the low mM range) would be promising lead candi-
dates.  
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In a computational study combining MD simulations and 
thermodynamic integration, the relative binding strength of 
three different glucose hydantoin derivatives, hydan, 1-
methyl-hydan and 1-amino-hydan to GP was calculated, see 
Fig. (4). Two ligand transformations, from hydan to 1-
methyl-hydan and from hydan to 1-amino-hydan were per-
formed. Since complex structures and thermodynamic data 
exist for all three ligands, an extensive comparison to ex-
periment was possible in which good agreement between 
measured and theoretical results was found. The free energy 
calculations allowed an atomic-level analysis of energetic 
contributions to the relative ligand binding strengths.  

The authors did not use any remedy for the 'endpoint 
catastrophy' associated with disappearing functional groups 
and instead used an analytical fitting procedure to account 

for the diverging 
V

-values. This yielded converged re-

sults, probably because only small ligand modifications 
(adding a single heavy atom) were studied. The authors used 
17 -values, with more simulation windows at either end of 
the transformation. A reduced protein representation of a 20 
Å sphere around the ligand was used, together with stochas-
tic boundary conditions.  

It was found that a critical water molecule changed its 
position in the binding site during the transformations (water 
X4 in the original nomenclature). The additional sterical 
influence from the added functional group of 1-methyl or 1-
amino hydan compared to hydan forced the water molecule 
to move from its initial position in the GP-hydan complex. 
The free energy effect of moving the water molecule to its 
new location was estimated to be ca. 3 kcal/mol, and addi-
tional umbrella sampling simulations confirmed the size of 
the effect. The conformational change important in this bind-
ing process involves the rearrangement of water molecules 
instead of a rearrangement of protein parts. This is probably 
fortunate, since water molecules rapidly equilibrate and read-
just their positions compared to macromolecules. Even 
though protein flexibility is in principle fully accounted for 
in free energy calculations like the one presented here, full 
convergence of such simulations remains a daunting chal-
lenge. 

The TI calculations correctly computed the binding 
strengths of both 1-methyl-hydan and 1-amino-hydan to be 
lower than that of hydan (to within <0.5 kcal/mol and 1.3 
kcal/mol of the experimental result, respectively). The reason 
for the loss of binding affinity, besides the necessary dis-
placement of a water molecule was found to be sterical inter-
action with protein aar Asp283. The correct treatment of 
bound water molecules and changes in their hydrogen bond-
ing pattern upon ligand binding found here has been high-
lighted by other recent studies [98] and is more and more 
being considered an important requirement for reliable bind-
ing free energy calculations.  

Affinity Prediction, Organic Synthesis and Validation of 

an Improved Neutrophile Elastase Inhibitor  

In a recent study by the authors of this review, the bind-
ing of phenolic compounds to the human neutrophile elastase 
was investigated with ligand docking and MD based free 

energy methods [164]. The information obtained from study-
ing natural inhibitors was then used to suggest and test a 
modified ligand, which showed improved binding properties 
[165]. While the computational effort and number of com-
pounds simulated was modest compared to other studies de-
scribed here, this example shows how computer simulations, 
organic synthesis and pharmacological activity testing can be 
combined to form mini drug design projects that could be-
come routine tools in biomolecular research.  

The human neutrophile elastase (HNE) is a serine prote-
ase, produced in white blood cells, with specificity for cleav-
age after small aliphatic aar. Besides its physiological func-
tion in the defense against pathogens and the degradation of 
foreign protein material, it is implicated in several inflamma-
tory diseases. Part of its pathological activity is thought to 
stem from the ability to hydrolyze the elastin protein in 
healthy tissue and artificial HNE inhibitors would be of high 
interest for therapeutical applications. No high-affinity drug-
like inhibitors of HNE are known, but a previous study had 
identified several natural caffeic acid derivatives that inhibit 
the enzyme with IC50 values in the M range. The structure 
of the 218 aar functional enzyme and the location of the 
binding site are known from X-ray crystallography. 
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Fig. (5). The putative binding mode of bornyl caffeate to the human 
neutrophile elastase (A). The protein receptor is shown in green 
secondary structure cartoon representation with amino acids impor-
tant for binding depicted in full. (B) The effect of small variations 
in the aromatic moiety substitution pattern on the binding affinity 
was studied and a new ligand with improved binding strength was 
designed. 

The computational study of this system had two goals, 
first to identify putative binding modes for the new natural 
compound ligands and second to use calculations of their 
binding free energies to suggest improved inhibitors. The 
first was done by a combination of ligand docking and mo-
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lecular dynamics calculations. First the docking program 
FlexX was used to place the strongest binding caffeic acid 
inhibitor, bornyl caffeate into the enzyme binding site. A 
clustering algorithm was used to group the top 30 placements 
into six putative ligand binding modes according to their 
respective rmsd values. Starting from the docked complex 
structures, 2 ns length MD simulations using the Amber MD 
suite were performed and subjected to MM-PBSA analysis. 
From this post processing, one of the putative binding modes 
was found to result in the most stable ligand binding geome-
try during the MD runs, plausible hydrogen bonds to the 
enzyme active site and the most negative computed G val-
ues and this was picked as the binding mode model for all 
caffeic acid esters in subsequent calculations. Neither the 
ligand docking, nor the MM-PBSA calculations could repro-
duce the experimentally known binding strength of the 
ligands to a satisfactory degree, though. The same procedure 
was attempted for a different class of ligands, fucinolic acid 
derivatives, but no putative binding mode could be reliably 
determined or validated by subsequent TI calculations for 
these type of compounds.  

Based on the suggested binding mode for caffeic acid de-
rivatives, TI calculations were performed to calculate the 
relative binding free energies for three known caffeic acid 
derivatives, see Fig. (5). As the ligands differed only in a 
single functional group each, 4 ns of total MD simulation 
time were sufficient in each case to obtain converged free 
energy estimates that agreed to within 1 kcal/mol with the 
experimental differences in binding affinity. This result fur-
ther indicated the validity of the proposed binding mode and 
encouraged the calculation of relative binding free energies 
for several hypothetical new HNE inhibitors. For one of 
these, bornyl (3,4,5-trihydroxy)-cinnamate, a 3.7 kcal/mol 
higher binding affinity than for the original ligand was pre-
dicted. A 4-step synthesis for enantiomerically pure bornyl 
(3,4,5-trihydroxy)-cinnamate from commercially available 
starting compounds was developed and the final product 
could be directly used in an HNE activity assay.  

The new compound was found to have an IC50 of 540 
nM, making it the strongest known cinnamic acid HNE in-
hibitor know up to date. Its high binding strength is consis-
tent with the known trend of compounds rich in catecholic 
hydroxyl groups to be strong HNE binders. While qualita-
tively correct, the TI calculations somewhat overestimated 
the gain in binding strength. Insufficient sampling and force 
field errors cannot be excluded as possible causes for this 
deviation, but it should be noted that the new ligand also 
exhibited a slightly different binding kinetic than previous 
tested ligands, making a direct comparison of computed 

G and measured difference in binding constants difficult. 
Even without fully quantitative agreement between theory 
and experiment, the TI calculation helped validate the sug-
gested binding mode and proved sufficiently predictive to 
guide the design of a novel inhibitor.  

AMP Analogues as Inhibitors of Fructose 1,6-
Bisphosphatase  

In their extensive study of nucleotide-like inhibitors, 
Reddy and Erion calculated the relative binding and solva-
tion free energies of 22 adenosine monophosphate (AMP) 

derived inhibitors [166]. The inhibitors target the enzyme 
fructose 1,6-bisphosphatase (FB), which catalyses the hy-
drolysis of fructose 1,6-bisphosphate to fructose 6-phosphate 
in the gluconeogenesis pathway. Excessive production of 
glucose via gluconeogenesis is associated with diabetes mel-
litus disease and its critical position in this pathway makes 
FB an important drug target. The enzyme contains an allos-
teric regulation site that binds AMP, inducing a conforma-
tional change that reduces the enzyme activity. The study 
focused on modifying AMP in search for a more potent in-
hibitor and systematic chemical modifications of the phos-
phate moiety, sugar residue and adenine base were investi-
gated, see Fig. (6). 
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Fig. (6). (A) AMP bound to the allosteric binding site of fructose 
1,6-bisphosphatase, with color as in Fig. (5). (B) A variety of AMP 
derivatives were studied, with different chemical modifications of 
the ribose moiety, adenine base or phosphate bound to C5'. 

The authors simulated ligand transformations not only in 
water and in a reduced protein ligand complex representation 
to calculate relative binding free energies (see Fig. (2)), but 
also in vacuum, which gives, together with the free energy 
change in water, the relative solvation free energy of the two 
different ligands. An unusual TI protocol with a total of 51 
and therefore quite narrow -windows was used, but every 
window was only run for a short 5 ps data collection time. 
To improve convergence, the results were calculated by 
starting runs both from complex structures of the initial and 
final ligand and averaging the results. Convergence may 
have benefited from the fact that the chemical modifications 
studied were mostly small single functional group changes or 
atom substitutions in the rigid adenine ring. For ligand trans-
formations involving more degrees of freedom, much longer 
TI simulations can be expected to be necessary.  
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Experimentally determined binding affinities are avail-
able for several studied inhibitors and the TI calculations 
generally reproduced relative binding free energies com-
puted from these in good agreement (mostly to within <1 
kcal/mol). For some new inhibitors, higher binding affinities 
than for AMP were predicted. It is encouraging that even for 
charged and polar molecules like AMP accurate relative 
binding affinities can be calculated, but unconverged results 
were reported for compounds were the ligand total charge 
differs from that of AMP. The authors additionally tested a 
much faster technique to compute relative binding affinities 
based on molecular mechanics energy minimization in dif-
ferent surroundings. Results from this technique, while more 
or less correctly reproducing the sign of the free energy 
change, were significantly less predictive and far from quan-
titative. This study serves as a good example of the fact that 
MD based free energy methods with extensive sampling of 
conformational space are still the only reliable way to com-
pute relative binding free energies.  

The calculation of relative solvation free energies for all 
ligand transformations, while not necessary to estimate bind-
ing affinity, can give some additional insight into the reasons 
a given compound is a better or worse binder. Since ligand 
binding always involves a loss of beneficial ligand-water 
interactions in exchange for (more) beneficial ligand-
receptor interactions, improving a compounds binding 
strength can be accomplished in two ways: By optimizing its 
interactions with the receptor without influencing its solva-
tion free energy or by reducing its solvation free energy 
without changing its interactions with the receptor. Any real 
chemical modification of a ligand will involve both elements 
and while a standard TI binding affinity prediction cannot 
distinguish between them, the additional computation of the 
relative solvation free energy allows the separate assessment 
of both components.  

Absolute Binding Free Energies of Diverse Pharmaceuti-
cals to FKBP  

FKBPs (short for FK-506 binding proteins) are proteins 
belonging to the immunophilin family. They act as peptidyl 

prolyl isomerases and are binding immunosuppressant drugs 
such as cyclosporin A or rapamycin. Their role in suppress-
ing calcineurin-mediated T-cell activation makes them inter-
esting drug targets. Since many known FKBP inhibitors are 
complex and flexible molecules (see Fig. (7)), this system 
can be considered a challenging test bed for the ability of 
free energy calculations in predicting inhibitors strengths.  

Shirts et al. have studied the binding of ligands to 
FKBP12 both using the massively distributed computation 
scheme folding@home [167] and using a Fujitsu BioServer 
parallel computer [168] to compute absolute binding free 
energies for the same set of eight FKBP inhibitors. The dif-
ference between the two studies lay in the simulation proto-
col: The Fujitani et al. work used an improved version of the 
GAFF force field describing the ligands as well as a much 
longer equilibration phase of 10-20 ns for the FKBP-
inhibitor complexes prior to the free energy calculations. 
This allowed the calculations of absolute binding free ener-
gies for the same set of ligands with even higher agreement 
to experimental data at only about 10% of the computational 
cost and we will focus on this study here.  

The double annihilation method was used in the simula-
tions, meaning that even at high -values the ligands where 
not restrained to the binding site using artificial additional 
potentials. While this method, unlike the double decoupling 
approach which uses restraints [97], has no rigorous connec-
tion to the standard state, a later study on the same system 
[169] showed that by defining a correction term based on a 
suitable binding site volume, standard binding free energies 
could be calculated. Additionally, an alternative study on the 
same system [102] calculated absolute binding free energies 
using the double-decoupling approach with ligand restraints 
and obtained results very similar to those of the work de-
scribed here. 

The Bennett acceptance ratio was used to evaluate free 
energy differences and data collection at 33 -values for 1 ns 
each was sufficient to obtain converged G-estimates. The 
calculations correctly ranked the inhibitors according to their 
binding strength and quantitatively agreed with experimental 
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Fig. (7). The macrocyclic ligand FK506 bound to FKBP (A) and chemical structure of the ligand (B). Free energy calculations resulted in 
converged and accurate binding free energy estimates, even for this large and flexible molecule. 
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binding free energies except for a constant G-offset of 3.2 
kcal/mol. In comparison, a recent study on inhibitor design 
for FKBP concluded that ligand docking calculations alone 
could not correctly rank five inhibitors (one of which, FK506 
was also considered in this study) according to their binding 
affinity [170].  

This study shows that, if careful equilibration protocols, 
modern force fields and efficient free energy calculations 
schemes are used, the fast and quantitative calculation of 
absolute binding free energies for a diverse set of complex 
ligands to a protein receptor can be within the range of to-
day’s computational chemistry.  

4. CONCLUSION 

The goal of accurate, fast and reliable computations of 
binding free energies has been vigorously pursued since the 
beginnings of computational chemistry [120]. Despite many 
methodological advances, the traditional statistical thermo-
dynamics based free energy methods of computational al-
chemy are still the most accurate and robust tools. They are 
not fast and simple enough yet to become routinely em-
ployed by anybody but a molecular modeling expert. How-
ever, the development of intermediate-level techniques like 
MM-PBSA and LIE, continuous improvement of existing 
program packages and the ever-increasing power of comput-
ers all help to advance free energy calculations further into 
the mainstream of pharmaceutical and medicinal chemistry. 

A major point for the applicability of free energy calcula-
tions in binding free energy predictions is their achievable 
accuracy. In a best case scenario of sufficient sampling, a 
physiologically correct binding model and free energy esti-
mation from rigorous statistical thermodynamics, errors 
would only stem from inaccuracies in the potential function 
used (e.g. the neglect of polarization effects in common fixed 
charge force fields or the use of simple water models). From 
the studies cited here, these errors appear to be in the range 
of roughly 1-2 kcal/mol for drug-like molecules binding to 
proteins. The question is if a method that is capable of pre-
dicting the binding strength effect of a chemical modification 
of a compound to within 2 kcal/mol (still corresponding to a 
30-fold change in the inhibition constant) would be of practi-
cal use to a medicinal chemist. Given that chemical modifi-
cations in drug design very rarely improve G-values by 
more than 1 kcal/mol [95], free energy calculations in drug 
design need to predict changes of a scale comparable to their 
statistical error. 

However, in their recent work, Shirts et al. point out that 
free energy predictions even with a considerable level of 
inaccuracy can still be useful in practical applications [148]. 
In their thought experiment, chemical changes to a com-
pound were first randomly selected. The chemical space of 
possible modifications was assumed to have an effect on the 
compounds binding strength that is Gaussian distributed and 
centered at zero. Then modifications were picked after being 
filtered through a free energy screening process which pre-
dicts their G-effects with a random noise of 2 kcal/mol. 
The number of new compounds that have to be synthesized 
on average before one with a tenfold increase in binding 
strength is found decreased threefold in the second process. 
Assuming a more accurate screening step decreased the 

amount of necessary synthetic work even further. This ex-
ample may be overly favorable towards free energy calcula-
tions since it assumes that inaccuracies in the predictions are 
solely caused by random instead of systematic errors and that 
the effort of actually performing the calculations is neglect-
able when compared to the work of making new compounds. 
Nevertheless, it appears to be a realistic account of what free 
energy calculations might accomplish once routinely applied 
to practical drug design work. 

 

Fig. (8). An ISI Web of Knowledge search for studies on the topics 
“free energy calculation” and “ligand binding”, grouped into two 
year periods. 

As a note of caution, the prognosis that rigorous free en-
ergy calculations are about to emerge as mainstream tools for 
biochemical researchers is about as old as reviews on the 
subject [171, 172]. However, a survey using Thomson 
Reuters' ISI Web of Knowledge [173] of studies published 
on the topics free energy calculation and ligand binding lo-
cates 157 published accounts and sorting them by publica-
tion year reveals a recent marked increase of publishing ac-
tivity, with the number of papers tripling in the last five 
years (see Fig. (8)). The authors will refrain from making 
any predictions, but from the recent advances presented in 
this work and the current high activity and interest in the 
field, an imminent breakthrough of free energy calculations 
to a wider applicability in biomolecular and drug design 
studies seems not only possible but more likely than ever. 
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ABBREVIATIONS 

ADME = absorption, distribution, metabolism 
and excretions 

HTS = high throughput screening 

QSAR = quantitative structure activity rela-
tionship 

MD = molecular dynamics 
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MM = molecular mechanics 

FEP = free energy perturbation 

TI = thermodynamic integration 

AAP = acetaminophen 

VDW = van-der-Waals 

BAR = Bennett acceptance ratio 

PMF = potential of mean force 

WHAM = weighted histogram analysis method 

MM-PB(GB)SA = molecular mechanics - Poisson 
Boltzman (Generalized Born) sur-
face area method 

LIE = linear interaction energy 

GP = glycogen phosphorylase 

HNE = human neutrophile elastase 

AMP = adenosine monophosphate 

FB = fructose 1,6-bisphosphatase 

FKBP = FK-506 binding protein 

GAFF = general Amber force field 

ISI = Institute for Scientific Information, 
now Thomson Scientific 
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