THE THERMODYNAMICS OF DNA STRUCTURAL MOTIFS

John SantaLucia, Jr.1,2 and Donald Hicks2
1 Department of Chemistry, Wayne State University, Detroit, Michigan 48202; email: jsl@chem.wayne.edu
2 DNA Software, Inc., Ann Arbor, Michigan 48104; email: don@dna-software.com

Key Words  secondary structure, prediction, hybridization, oligonucleotides, nucleic acid folding

Abstract  DNA secondary structure plays an important role in biology, genotyping diagnostics, a variety of molecular biology techniques, in vitro–selected DNA catalysts, nanotechnology, and DNA-based computing. Accurate prediction of DNA secondary structure and hybridization using dynamic programming algorithms requires a database of thermodynamic parameters for several motifs including Watson-Crick base pairs, internal mismatches, terminal mismatches, terminal dangling ends, hairpins, bulges, internal loops, and multibranched loops. To make the database useful for predictions under a variety of salt conditions, empirical equations for monovalent and magnesium dependence of thermodynamics have been developed. Bimolecular hybridization is often inhibited by competing unimolecular folding of a target or probe DNA. Powerful numerical methods have been developed to solve multistate-coupled equilibria in bimolecular and higher-order complexes. This review presents the current parameter set available for making accurate DNA structure predictions and also points to future directions for improvement.
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INTRODUCTION

Biological Importance of DNA Secondary Structure

Any time that DNA is single stranded it can fold back upon itself to form uni-
molecular folded structures in a fashion similar to that routinely observed for
RNA (81). In biology, DNA is partially single stranded during replication (20, 81),
transcription, recombination, and DNA repair. In most cases DNA secondary struc-
ture results in aberrant biological function; for example, triplet repeat expansion
causes a number of neurological disorders (20). On the other hand, there is a whole
class of single-stranded DNA viruses in which DNA secondary structure plays an
essential role in protein recognition and defining the origin of replication (7, 19,
27, 31, 52, 59, 67, 78). In retroviruses and other RNA viruses, secondary structure
in the single-strand DNA intermediates is important for mediating strand jumping
and other activities (13, 46, 80). Thus, understanding the physical basis of DNA
secondary structure contributes significantly to elucidating biological function.

Molecular Biology and Biotechnology Applications
of DNA Secondary Structure

When genomic DNA is taken out of its biological context and used in molecular
biology techniques, it becomes single stranded upon heat denaturation and can
fold upon cooling. Such structure inhibits primer/probe hybridization needed for
PCR, cDNA expression profiling, and a variety of genotyping and other genomic
diagnostics. Formation of secondary structure by target DNAs is well documented
to inhibit probe/primer hybridization (47, 55, 56, 79). Formation of hairpins by
probe DNAs inhibits hybridization, causing false-negative results in various assays.
In contrast, undesired bimolecular cross-hybridization reactions between different
probe DNAs and undesired hybridization to mismatch sites can cause false-positive
signals in assays. The folding potential of DNA suggests that DNA can also fold
into compact three-dimensional structures that possess catalytic activity similar
to that observed for ribozymes. Although no DNA catalysts have been observed
in biology to date, a large number of “deoxyribozymes” and ligand binding DNA
aptamers have been discovered by in vitro selection experiments (10). A number
of biotechnology techniques that exploit the three-dimensional folding potential of DNA have also been demonstrated including DNA nanotechnology (75) and DNA computing (21).

The DNA Folding Problem

Similar to the protein and RNA folding problems, there is a corresponding “DNA folding problem” in which it is desired to predict the structure and folding energy of the DNA given its sequence. Fortunately, several features of DNA and RNA make them especially amenable to structure prediction. Notably, DNA and RNA secondary structures result from strong Watson-Crick pairing interactions, and tertiary interactions are a weaker second-order effect (81). Thus, to an excellent approximation, tertiary interactions may be neglected and accurate secondary structure prediction is possible. The strong pairing rules also allow for the DNA secondary structure to be reduced to discrete interactions in which two positions in a sequence are either paired or not. Even with the neglect of tertiary interactions such as pseudoknots, however, the number of possible secondary structures is approximately $1.8^N$, where $N$ is the sequence length (95). Fortunately, with the discrete pairing approximation, DNA and RNA are suitable for powerful dynamic programming algorithms, which were described in a previous review (83). Dynamic programming algorithms guarantee that for a given set of rules, the minimum energy structure (i.e., optimal) will be found in computation time order $N^3$ with memory order $N^2$, thereby allowing predictions of sequences with fewer than 10,000 nucleotides with currently available computers. Dynamic programming algorithms also predict suboptimal structures within user-defined energy and distance windows (94). This is important because the energy rules are not perfect and tertiary interactions are neglected (as are interactions with proteins and the specific interactions with magnesium or other cofactors). Thus, one of the few structures near the free-energy minimum is likely to be correct. It is important to note the important difference between selected functional sequences and random sequences of DNA or RNA. Random sequences have a low probability of folding into compact three-dimensional structures stabilized by tertiary interactions; thus random sequences are most amenable to secondary structure prediction because the neglect of tertiary interactions is appropriate. On the other hand, selected sequences (selected either by evolution or by in vitro selection, or rationally designed) are more likely to contain tertiary interactions, which compromise the reliability of the secondary structure prediction algorithms. This difference makes DNA folding much easier to predict (for random sequences) than corresponding biologically selected RNAs. Note that dynamic programming algorithms also neglect kinetically trapped structures and assume structures are populated according to an equilibrium Boltzmann distribution; thus the structures close to minimum free energy are most probable. Recently, we have also extended the dynamic programming algorithm to predict bimolecular optimal and suboptimal structures so that match and mismatch hybridizations of a short probe to long-target DNA may be readily identified on
the basis of thermodynamic rules rather than sequence similarity (J. SantaLucia, unpublished results).
previously published NN parameters have been critically reviewed (57, 70). This is discussed further below, but the essential point is that we have great confidence in the reliability of the Watson-Crick NN parameters. This is an important point because the Watson-Crick parameters form the foundation by which the rest of the thermodynamic database must be derived, namely, by measurement of thermodynamics of a motif in a larger sequence and then reliably subtracting Watson-Crick contribution. Equation 1 shows an example of the application of the unified NN parameters:

\[
\Delta G_{37}^{\circ}(\text{total}) = \Delta G_{37}^{\circ}\text{initiation} + \Delta G_{37}^{\circ}\text{symmetry} + \Sigma \Delta G_{37}^{\circ}\text{stack} + \Delta G_{\text{AT terminal}}^{\circ}
\]

\[
5'-\text{CGTTGA-3'} = \Delta G_{37}^{\circ}\text{initiation} + \Delta G_{37}^{\circ}\text{symmetry}
\]

\[
\text{3'-GCAACT-5'} + \text{CG + GT + TT + TG + GA + AT terminal}
\]

\[
\Delta G_{37}^{\circ}(\text{predicted}) = 1.96 + 0 - 2.17 - 1.44 - 1.00 - 1.45 - 1.30 + 0.05
\]

\[
\Delta G_{37}^{\circ}(\text{predicted}) = -5.35 \text{ kcal mol}^{-1}
\]

Note that no symmetry penalty is applied because the duplex is nonself-complementary. The \( \Delta H^\circ \) and \( \Delta S^\circ \) are calculated analogously with the corresponding parameters in Table 1. Equation 2 is used to predict the \( \Delta G^\circ_T \) at a different temperature, \( T \):

\[
\Delta G^\circ_T = \Delta H^\circ - T \Delta S^\circ
\]

where \( T \) is in Kelvin, \( \Delta H^\circ \) is in cal mol\(^{-1}\), and \( \Delta S^\circ \) is in units of cal K\(^{-1}\) mol\(^{-1}\) (entropy units, e.u.). Note that Equation 2 assumes that \( \Delta C_p^\circ \) is zero, which means that \( \Delta H^\circ \) and \( \Delta S^\circ \) are assumed to be temperature independent; this is an excellent approximation for nucleic acids (62, 71). Equations for computation with nonzero \( \Delta C_p^\circ \) are published (62, 71). Note that predictions of \( \Delta G^\circ \) are most accurate at temperatures near 50°C, even though the \( \Delta G^\circ \) is traditionally given at 37°C because that is the temperature of the human body, and get worse as the temperature deviates from 50°C (see References 71 and 72 for discussion of error extrapolation). The two-state melting temperature (\( T_m \)) may be calculated with Equation 3:

\[
T_m = \Delta H^\circ \times 1000/(\Delta S^\circ + R \times \ln(C_T/x)) - 273.15
\]

where \( C_T \) is the total molar strand concentration, \( R \) is the gas constant 1.9872 cal/K-mol, and \( x \) equals 4 for nonself-complementary duplexes and equals 1 for self-complementary duplexes. For a nonself-complementary duplex with \( \Delta H^\circ = -43.5 \text{ kcal mol}^{-1}, \Delta S^\circ = -122.5 \text{ e.u.} \), and strand concentrations of 0.2 mM for each strand, Equation 3 gives:

\[
T_m = -43.5 \times 1000/(-122.5 + 1.9872 \times \ln(0.0004/4)) - 273.15 = 35.8°C
\]

Note that many duplexes have competing single-strand structure, and this compromises the validity of the two-state approximation and results in systematically
Table 1  Nearest-neighbor thermodynamic parameters for DNA Watson-Crick pairs in 1 M NaCl

<table>
<thead>
<tr>
<th>Propagation sequence</th>
<th>$\Delta H^\circ$ (kcal mol$^{-1}$)</th>
<th>$\Delta S^\circ$ (e.u.)</th>
<th>$\Delta G^\circ$ (kcal mol$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA/TT</td>
<td>$-7.6$</td>
<td>$-21.3$</td>
<td>$-1.00$</td>
</tr>
<tr>
<td>AT/TA</td>
<td>$-7.2$</td>
<td>$-20.4$</td>
<td>$-0.88$</td>
</tr>
<tr>
<td>TA/AT</td>
<td>$-7.2$</td>
<td>$-21.3$</td>
<td>$-0.58$</td>
</tr>
<tr>
<td>CA/GT</td>
<td>$-8.5$</td>
<td>$-22.7$</td>
<td>$-1.45$</td>
</tr>
<tr>
<td>GT/CA</td>
<td>$-8.4$</td>
<td>$-22.4$</td>
<td>$-1.44$</td>
</tr>
<tr>
<td>CT/GA</td>
<td>$-7.8$</td>
<td>$-21.0$</td>
<td>$-1.28$</td>
</tr>
<tr>
<td>GA/CT</td>
<td>$-8.2$</td>
<td>$-22.2$</td>
<td>$-1.30$</td>
</tr>
<tr>
<td>CG/GC</td>
<td>$-10.6$</td>
<td>$-27.2$</td>
<td>$-2.17$</td>
</tr>
<tr>
<td>GC/GC</td>
<td>$-9.8$</td>
<td>$-24.4$</td>
<td>$-2.24$</td>
</tr>
<tr>
<td>GG/CC</td>
<td>$-8.0$</td>
<td>$-19.9$</td>
<td>$-1.84$</td>
</tr>
<tr>
<td>Initiation</td>
<td>$+0.2$</td>
<td>$-5.7$</td>
<td>$+1.96$</td>
</tr>
<tr>
<td>Terminal AT penalty</td>
<td>$+2.2$</td>
<td>$+6.9$</td>
<td>$+0.05$</td>
</tr>
<tr>
<td>Symmetry correction</td>
<td>$0.0$</td>
<td>$-1.4$</td>
<td>$+0.43$</td>
</tr>
</tbody>
</table>

*The slash indicates the sequences are given in antiparallel orientation. (e.g., AC/TG means 5'-AC-3' is Watson-Crick base paired with 3'-TG-5'). The symmetry correction applies to only self-complementary duplexes. The terminal AT penalty is applied for each end of a duplex that has a terminal AT (a duplex with both end closed by AT pairs would have a penalty of $+0.1$ kcal/mol for $\Delta G^\circ$). Lower $T_M$s than would be predicted by Equation 3. The issue of multistate-coupled equilibria is discussed below.

Figure 2 shows the reliability of the unified parameters for predicting a dataset of 264 sequences ranging in length from 4 to 16 bp. This is a good test of the model because the dataset is much larger than the set of 108 sequences from which the parameters were derived. In addition, the parameters were optimized for prediction of the $\Delta G^\circ$, $\Delta H^\circ$, and $\Delta S^\circ$, not the $T_M$. The average deviation between experimental and predicted is 1.6°C (corresponding to a standard deviation of 2.3°C). This level of prediction accuracy is sufficient for most applications of nucleic acids, and no other model has yet been devised that performs better. Importantly, the Watson-Crick NN parameters cannot be significantly improved even if a method were to become available for measuring millions of sequences with infinite accuracy. The only way to improve the predictions would be to change the model, for example, to a next-nearest-neighbor model, but we and others (58) have data to suggest that even the NNN model will not improve predictions significantly over the NN model.
Figure 2  Experimental $T_M$ versus predicted $T_M$ for 264 duplexes of length 4 to 16 bp dissolved in 1 M NaCl. Linear regression gives a slope of 0.96, intercept of 1.58, and $R^2 = 0.96$. The average absolute deviation is 1.6°C.

Several software packages (24, 41, 51, 65, 68) use outdated thermodynamic parameters (12) that give average $T_M$ deviation of 6.8°C (corresponding to a standard deviation of 8.8°C) for the same dataset shown in Figure 2 and perform even worse when extrapolated for different sodium concentrations (see below). Equations that compute $T_M$ using %G + C content (16) work well for polymer duplexes, but perform badly for oligonucleotide duplexes, particularly since these equations do not account for bimolecular initiation and the effect of strand concentration. The accuracy level is important when using the parameters for high-throughput design and for complicated assays that have many interacting oligonucleotides. For example, poor thermodynamic predictions may be tolerated for single target PCR primer design, because even if the predicted $T_M$ is 10°C inaccurate, one has the luxury of experimentally optimizing the annealing temperature. In more complicated assays, such as multiplex PCR, however, all the amplifications must occur under the same conditions and inaccuracies in $T_M$ predictions result in poor primer designs that cause failed amplifications. For a standard deviation of 2°C in $T_M$, one expects 5% of the sequences will be predicted worse than 4°C, which is still good enough for many applications and usually would not result in complete failure of an assay. In contrast, for an 8°C standard deviation in $T_M$, one expects 5% of the sequences will be predicted worse than 16°C, which would likely result in complete failure for many assays.
**Sodium Dependence**

To make the database useful at a variety of solution conditions, empirical salt correction equations have been derived (70) and are given in Equations 4 and 5:

\[
\Delta G^\circ_{37}[\text{Na}^+] = \Delta G^\circ_{37}[1\text{ M NaCl}] - 0.114 \times N/2 \times \ln[\text{Na}^+],
\]

\[
\Delta S^\circ[\text{Na}^+] = \Delta S^\circ[1\text{ M NaCl}] + 0.368 \times N/2 \times \ln[\text{Na}^+],
\]

where \(N\) is the total number of phosphates in the duplex, and \([\text{Na}^+]\) is the total concentration of monovalent cations from all sources (the same equation works for sodium, potassium, and ammonium; J. SantaLucia, unpublished experiments). The \(\Delta H^\circ\) is assumed to be independent of \([\text{Na}^+]\), which is valid for nucleic acids for total sodium concentrations above 0.05 M and below 1.1 M. Equations 4 and 5 were derived from measurements on 26 duplexes, where only the single parameter in front of the natural logarithm (i.e., 0.114) was allowed to float. Applying Equation 4 to the duplex given in Equation 1 at 0.1 M NaCl, 10 mM sodium phosphate, pH 7 (gives a total of 0.115 M Na\(^+\) because at pH 7 there are 1.5 equivalents of sodium for each phosphate) gives:

\[
\Delta G^\circ_{37}[0.115 \text{ M Na}^+] = -5.35 \text{ kcal mol}^{-1} - 0.114 \times 10/2 \times \ln(0.115) = -4.12 \text{ kcal mol}^{-1}.
\]

The 6-bp duplex in Equation 1 does not have 5'-terminal phosphates; thus the total number of phosphates in the duplex is 10. To calculate the two-state \(T_M\) at the desired \([\text{Na}^+]\), the salt-corrected \(\Delta S^\circ\) from Equation 5 is plugged into Equation 3. Note that the NN parameters themselves (Table 1) may be corrected for salt (70) by setting \(N = 1\) in Equations 4 and 5. Equation 4 applies over a range of monovalent concentration of 0.05 to 1 M Na\(^+\) (the same equation works for sodium, potassium, and ammonium; J. SantaLucia, unpublished experiments). The equation begins to break down for duplexes longer than 16 bp. In the section on hairpins below, we describe how to apply the duplex salt dependence for unimolecular transitions. For polymers the coefficient in front of the natural logarithm changes to 0.175, presumably owing to counterion condensation effects (70). A salt dependence function that accounts for all lengths has not yet been derived. In addition, the equation applies only to duplexes that melt in a two-state fashion, which often is not the case for longer duplexes where single-strand folding can compete with duplex formation and where slow dissociation kinetics can inhibit equilibration. This approach provides much more accurate predictions than the previously published empirical equations for directly correcting the \(T_M\) (57) for \([\text{Na}^+]\). This is because Equations 4 and 5 capture the essential physics of the salt effect, namely, the entropic effects that are due entirely to the geometry of the phosphates. Figure 3 shows the validation set of 81 oligonucleotides in different \([\text{Na}^+]\), which provides ample evidence that the salt effects are sequence independent within 2°C in \(T_M\). This set of oligonucleotides is also an excellent test of the NN model itself, since none of the data were used to derive the NN parameters at 1 M NaCl.
Figure 3  Experimental $T_M$ versus predicted $T_M$ for 81 duplexes 6 to 24 bp in length in solutions ranging from 0.01 to 0.5 M NaCl. Linear regression gives a slope of 1.02, intercept of 0.11, and $R^2 = 0.97$. The average absolute deviation is 2.3$^\circ$C.

**Internal Single Mismatches**

The nearest-neighbor model can be extended beyond the Watson-Crick pairs to include parameters for interactions between mismatches and neighboring base pairs (1–4, 25, 64). Table 2 provides the complete thermodynamic database for internal single mismatches, which was derived from UV melting experiments on 174 sequences and solved for 44 unknowns (see References 1–4 and 64 for further explanation of the number of unique unknowns).

An example of the application of the parameters in Table 2 is shown below (underlined residues are mismatched):

$$5'-\text{GGACTGACG-3'} = \text{initiation + symmetry + GG + GA + AC}$$

$$3'-\text{CCTGGCTGC-5'} = \text{CC CT TG + CT + CG + GA + AC + CG}$$

$$\text{GG GT CT TG GC}$$

$$\Delta G_{17}^\circ$$ (predicted) = $+ 1.96 + 0 - 1.84 - 1.30 - 1.44 - 0.32 - 0.47$

$$- 1.30 - 1.44 - 2.17$$

$$= -8.32 \text{ kcal mol}^{-1}.$$
TABLE 2 Nearest-neighbor $\Delta G_{37}^\circ$ increments (kcal mol$^{-1}$) for internal single mismatches next to Watson-Crick pairs in 1 M NaCl$^a$

<table>
<thead>
<tr>
<th>Propagation sequence</th>
<th>X</th>
<th>Y</th>
<th>A</th>
<th>C</th>
<th>G</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>GX/CY</td>
<td>A</td>
<td>0.17</td>
<td>0.81</td>
<td>−0.25</td>
<td>WC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.47</td>
<td>0.79</td>
<td>WC</td>
<td>0.62</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>−0.52</td>
<td>WC</td>
<td>−1.11</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>WC</td>
<td>0.98</td>
<td>−0.59</td>
<td>0.45</td>
<td></td>
</tr>
<tr>
<td>CX/GY</td>
<td>A</td>
<td>0.43</td>
<td>0.75</td>
<td>WC</td>
<td>0.62</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.79</td>
<td>0.70</td>
<td>WC</td>
<td>0.62</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>0.11</td>
<td>WC</td>
<td>−0.11</td>
<td>−0.47</td>
<td></td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>WC</td>
<td>0.40</td>
<td>−0.32</td>
<td>−0.12</td>
<td></td>
</tr>
<tr>
<td>AX/TY</td>
<td>A</td>
<td>0.61</td>
<td>0.88</td>
<td>0.14</td>
<td>WC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0.77</td>
<td>1.33</td>
<td>WC</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>0.02</td>
<td>WC</td>
<td>−0.13</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>WC</td>
<td>0.73</td>
<td>0.07</td>
<td>0.69</td>
<td></td>
</tr>
<tr>
<td>TX/AY</td>
<td>A</td>
<td>0.69</td>
<td>0.92</td>
<td>0.42</td>
<td>WC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>1.33</td>
<td>1.05</td>
<td>WC</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>0.74</td>
<td>WC</td>
<td>0.44</td>
<td>0.43</td>
<td></td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>WC</td>
<td>0.75</td>
<td>0.34</td>
<td>0.68</td>
<td></td>
</tr>
</tbody>
</table>

$^a$WC indicates a Watson-Crick pair, which is given in Table 1. Error bars and $\Delta H^\circ$ and $\Delta S^\circ$ parameters are provided in the original references.

The observed $\Delta G_{37}^\circ$ for this sequence is $−8.37$ kcal mol$^{-1}$ (1). The mismatch NN thermodynamic parameter database is as reliable as the Watson-Crick database and $T_M$ predictions are within 1.6°C, on average. The mismatch parameters in Table 2 have been independently validated for a large set of oligonucleotides (73, 86–88). The salt dependence given in Equations 4 and 5 also apply equally well to mismatches at pH 7 (the salt dependence of A·C and C·C mismatches at low pH may be significantly different). Figure 4 shows graphically the data in Tables 1 and 2 and demonstrates a clear trend in order of decreasing stability: G·C > A·T > G·G > G·T ≥ G·A > T·T ≥ A·A ≥ T·C ≥ A·C ≥ C·C. “G” is the most promiscuous base, since it forms the strongest base pair and the strongest mismatches. On the other hand, “C” is the most discriminating base, since it forms the strongest pair and the three weakest mismatches. In addition, the closing base pair context plays an important role, with closing GC pairs being more favorable than closing AT pairs. The stabilities of the triplets range from $−2.22$ for GGC/GGG to $+2.66$ kcal mol$^{-1}$ for ACT/TCA, indicating strong sequence dependence for mismatches. This 4.88 kcal mol$^{-1}$ range corresponds to a factor of over 2700 in equilibrium constant at 37°C—clearly it is not appropriate to neglect the sequence dependence of mismatches. A commonly used heuristic for computing mismatch stability is to decrease the $T_M$ by 1°C for every 1% mismatch in the duplex.
regardless of the mismatch type or context (69). This results in huge inaccuracy in the T_M (typically >10°C) and thus is not recommended. Also note that with the exception of the terminal and penultimate positions (see below), the thermodynamics of a given mismatch in a given context is independent of its position in a duplex, contrary to common opinion.

**Terminal Mismatches**

We have completed the database of measurements for terminal mismatches (S. Varma & J. SantaLucia, manuscript in preparation). The results indicate a large dependence on the identity of the mismatch, its orientation, and the closing Watson-Crick pair. The NN stabilities at 37°C range from −1.23 to −0.21 kcal mol\(^{-1}\) for CG/GA and AC/TC, respectively (64). Interestingly, all terminal mismatches are stabilizing, whereas internal mismatches may be either stabilizing or destabilizing: presumably, the destabilizing internal mismatches are due to unfavorable helical constraints that prevent the formation of the optimal stacking and H-bond geometry. This difference in trends between internal versus terminal mismatches has an interesting consequence for mismatches at the penultimate and sometimes even the pen-penultimate positions, particularly when the terminal base pair is AT. Consider the following self-complementary duplex structures:

\[
\text{AGTGAGCTCATT} \quad \text{versus} \quad \text{GTGAGCTCATT} \\
\text{TACTCGAGTGA} \quad \text{TACTCGAGTGA}
\]

Our thermodynamic database predicts the structure on the right, without terminal A-T hydrogen bonding, is approximately 2.5 kcal mol\(^{-1}\) more stable than the structure on the left, which has terminal A-T hydrogen bonding. Indeed, NMR studies of this duplex indicate a lack of hydrogen bonding between either the terminal AT pairs or penultimate GT mismatches (64).

**Dangling Ends**

Table 3 shows the complete thermodynamic database for unpaired 5′- and 3′-dangling ends (9). Unlike A-form RNA duplexes, which show a strong stability preference for 3′ dangling ends over 5′ dangling ends, in B-form DNA there does not appear to be an obvious preference for one end over the other. The average 5′-dangling end contributes −0.45 kcal mol\(^{-1}\), while the average 3′-dangling end contributes −0.29 kcal mol\(^{-1}\). There is a large stability range, however, from +0.48 to −0.96 kcal mol\(^{-1}\) for AC/G and GT/A, respectively (compare with Table 3). The few positive dangling end contributions (AC/G and AC/T) are unusual, but were experimentally confirmed (9), and contrast with RNA where all ΔG\(^{\circ}\)\(_{298}\) dangling ends are favorable or zero (17, 18). Dangling end contributions are important to account for when a short oligonucleotide hybridizes to a longer target DNA (Figure 1).
TABLE 3  Nearest-neighbor $\Delta G_{37}^\circ$ increments (kcal mol$^{-1}$) for terminal dangling ends next to Watson-Crick pairs in 1 M NaCl$^a$

<table>
<thead>
<tr>
<th>Dangling end sequence</th>
<th>X = A</th>
<th>X = C</th>
<th>X = G</th>
<th>X = T</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta H$</td>
<td>$\Delta G_{37}$</td>
<td>$\Delta H$</td>
<td>$\Delta G_{37}$</td>
</tr>
<tr>
<td>5′-dangling ends</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XA/T</td>
<td>0.2</td>
<td>-0.51</td>
<td>0.6</td>
<td>-0.42</td>
</tr>
<tr>
<td>XC/G</td>
<td>-6.3</td>
<td>-0.96</td>
<td>-4.4</td>
<td>-0.52</td>
</tr>
<tr>
<td>XG/C</td>
<td>-3.7</td>
<td>-0.58</td>
<td>-4.0</td>
<td>-0.34</td>
</tr>
<tr>
<td>XT/A</td>
<td>-2.9</td>
<td>-0.50</td>
<td>-4.1</td>
<td>-0.02</td>
</tr>
<tr>
<td>3′-dangling ends</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AX/T</td>
<td>-0.5</td>
<td>-0.12</td>
<td>4.7</td>
<td>0.28</td>
</tr>
<tr>
<td>CX/G</td>
<td>-5.9</td>
<td>-0.82</td>
<td>-2.6</td>
<td>-0.31</td>
</tr>
<tr>
<td>GX/C</td>
<td>-2.1</td>
<td>-0.92</td>
<td>-0.2</td>
<td>-0.23</td>
</tr>
<tr>
<td>TX/A</td>
<td>-0.7</td>
<td>-0.48</td>
<td>4.4</td>
<td>-0.19</td>
</tr>
</tbody>
</table>

$^a$The slash indicates the sequences are given in antiparallel orientation. (e.g., XA/T means that the A of 5′-X-3′ is Watson-Crick base paired with T, and X is unpaired). Error bars and $\Delta S^\circ$ parameters are provided in the original reference. $\Delta S^\circ$ parameters may also be calculated with Equation 3.

Note that in some cases (e.g., AC/G and GA/C) the dangling ends can contribute as much as a full AT base pair to duplex stability; thus neglect of dangling ends can significantly compromise the accuracy of hybridization predictions (9, 15, 23, 76). Some reports have suggested that dangling nucleotides beyond the first nucleotide can contribute to duplex stability (15, 76). Our work, however, indicates that nearly all of the dangling end contribution comes from the first dangling end and the additional nucleotides contribute less than 0.2 kcal mol$^{-1}$, unless they interfere with hybridization because of the formation of intramolecular hairpin structures. Such long-range dangling end stacking may be important at temperatures below 25°C, but it is unlikely to contribute significantly above 25°C.

**Loop Database**

Table 4 shows the $\Delta G_{37}^\circ$ increments for different lengths of DNA hairpin, bulge, and internal loops, published here for the first time. Application of the loop parameters is different for each motif and thus each is described separately. Unlike for base pairs, mismatches, dangling ends, and terminal mismatches, where an exhaustive determination of all possible sequence variants was performed, for loop motifs the number of possible sequence combinations is enormous and thus a simplifying theory was applied. In general, we have determined or gathered from the literature a large number of measurements on short loops and a few on longer loop lengths.
A Jacobson-Stockmayer entropy extrapolation is then used to fill in the gaps and provide parameters for closure of long loops (32) according to Equation 7.

\[ \Delta G_{37}^\circ (\text{loop-n}) = \Delta G_{37}^\circ (\text{loop-x}) + 2.44 \times R \times 310.15 \times \ln(n/x), \]

where \( \Delta G_{37}^\circ \) (loop-n) is the free energy increment of a loop of length n, \( \Delta G_{37}^\circ \) (loop-x) is the free-energy increment of the longest loop of length x for which there are experimental data, and R is the gas constant. Note that the coefficient 2.44 is based on recent kinetics measurements in DNA (22), and thus it is used in preference to the older theoretically derived value of 1.75 (48).
Hairpin Loops

Hairpins with lengths of 3 and 4 are treated differently than longer hairpin loops because certain sequences are particularly stable. Importantly, these stable triloop and tetraloop sequences have a significant probability of occurring by random chance, in probes, primers, and targets, and they can significantly inhibit hybridization in various assays. Most software packages to date, however, have not properly accounted for this important effect. Hairpin loops with lengths shorter than 3 are sterically prohibited.

For hairpins of length 3 Equation 8 is applied:

\[
\Delta G_{37}^\circ (\text{total}) = \Delta G_{37}^\circ (\text{Hairpin of } 3) + \Delta G_{37}^\circ (\text{triloop bonus}) + \text{closing AT penalty},
\]

where \( \Delta G_{37}^\circ (\text{Hairpin of } 3) \) is +3.5 kcal mol\(^{-1}\) (Table 4) and the closing AT penalty is +0.5 kcal mol\(^{-1}\) and is applied only to hairpin sequences that are closed by AT. The \( \Delta G_{37}^\circ (\text{triloop bonus}) \) values are given in the supplementary material (follow the Supplemental Material link from the Annual Reviews home page at http://www.annualreviews.org) and are meant to account for the known special stability of hairpins of the form GNA, where N is any nucleotide (29).

For hairpins of length 4 Equation 9 is applied:

\[
\Delta G_{37}^\circ (\text{total}) = \Delta G_{37}^\circ (\text{Hairpin of } 4) + \Delta G_{37}^\circ (\text{triloop bonus}) + \Delta G_{37}^\circ (\text{terminal mismatch}),
\]

where \( \Delta G_{37}^\circ (\text{Hairpin of } 4) \) is +3.5 kcal mol\(^{-1}\) (Table 4) and \( \Delta G_{37}^\circ (\text{terminal mismatch}) \) is the increment for terminal mismatches (S. Varma & J. SantaLucia, unpublished). The tetraloop bonus energies are present to account for known examples of sequences that are exceptionally stable such as GNRA and GNAB (5, 6, 8, 28, 54, 77, 85), where R is a purine and B is C, G, or T. Also included are sequences of length 4 of which good measurements are available. For the sequence CGCAA\(_G\), the total hairpin \( \Delta G_{37}^\circ = +3.5 - 1.6 - 1.23 = +0.67 \) kcal mol\(^{-1}\).

For hairpin loops with lengths longer than 4, Equation 10 is applied:

\[
\Delta G_{37}^\circ (\text{total}) = \Delta G_{37}^\circ (\text{Hairpin of } N) + \Delta G_{37}^\circ (\text{terminal mismatch}),
\]

where \( \Delta G_{37}^\circ (\text{Hairpin of } N) \) is given in Table 4. To compute the stability of a complete hairpin + stem, one simply adds the salt-corrected base pair NN contributions (Table 1; Equation 3) to the loop energy from Equations 8–10. The thermodynamic contributions of loop nucleotides of a hairpin are assumed to be salt concentration independent. We note that there is room for refinement of this hairpin salt dependence model. The two-state T\(_M\) for hairpins is calculated from Equation 11:

\[
T_M = \Delta H^\circ \times 1000/\Delta S^\circ - 273.15,
\]

where hairpin loop \( \Delta H^\circ \) and \( \Delta S^\circ \) are computed with equations analogous to Equations 8–10.
Equations 8–10 have been validated on a series of 61 hairpin sequences of lengths 3 to 8 from the literature (5, 6, 8, 28, 54, 60, 77, 84, 85) and proprietary data (DNA Software Inc.). The results show that for such short hairpins the \( T_M \) is predicted within 4\(^\circ\)C on average. In a collaboration between DNA Software Inc. and Gorilla Genomics, a series of 859 measurements on 320 molecular beacons with loop lengths from 10 to 35 and stems from 5 to 9 bp were synthesized and melted in 1 to 5 different salt conditions. The results show that the standard deviation between experiments and predicted \( T_M \) with Equations 10 and 11 is 3.9\(^\circ\)C. This is remarkably good considering that hairpin \( T_M \)s are extremely sensitive to inaccuracies in \( \Delta G_{37} \), and the model for salt and sequence dependence is quite crude yet apparently effective (see Future Directions, below).

**Internal Loops**

Table 4 gives the length dependence of internal loops. Parameters for loops of lengths 3 to 8 are based on unpublished measurements (J. SantaLucia, unpublished results). Parameters for internal loops longer than 8 were calculated from the Jacobson-Stockmayer equation (previously presented in Equation 7). Like RNA, asymmetric internal loops are significantly less stable than symmetric internal loops of the same length. Thus, an asymmetry penalty is applied in addition to the length penalty given in Table 4. The terminal mismatches in internal loops are assumed to have the same salt dependence as base pairs (Equation 3), whereas the stability of the remainder of the internal loop nucleotides are assumed to be salt independent. Thus, internal loop stability is calculated according to Equation 12:

\[
\Delta G_{37}(\text{Loop total}) = \Delta G_{37}\text{(Internal Loop of N)} + \Delta G_{37}\text{(asymmetry)} + \Delta G_{37}\text{(left terminal mismatch)} + \Delta G_{37}\text{(right terminal mismatch)},
\]

where \( \Delta G_{37}\text{(asymmetry)} = |\text{length A} - \text{length B}| \times 0.3 \text{ kcal mol}^{-1} \) and A and B are the lengths of both sides of the internal loop. The DNA internal loop asymmetry penalty has not yet been fully tested. Note that single mismatches are formally considered symmetric internal loops of 2, but they are calculated using the mismatch NN parameters (Table 2) rather than the sequence-independent approximation that is commonly used in RNA structure predictions (48). For RNA, a huge database of symmetric and mixed tandem mismatches has been measured (91). In DNA, on the other hand, parameters for tandem mismatches are available only for tandem GT (1), and other 2 \( \times \) 2 internal loop sequences remain to be determined and thus are approximated by Equation 12.

**Bulges**

There are few systematic studies of bulges in DNA (34, 39, 82, 90, 93). These studies were used to derive the parameters for lengths 1 to 4 in Table 4. Bulges of longer lengths were calculated using the Jacobson-Stockmayer equation (Equation 7).
Bulges of length 1 are calculated assuming that they are “flipped out,” and thus the intervening base pair stack is added (the same approximation is used in RNA) (48):

\[ \Delta G^{\circ}_{37} (\text{Loop total}) = \Delta G^{\circ}_{37} (\text{Bulge Loop of 1}) + \Delta G^{\circ}_{37} (\text{intervening NN}) + \text{closing AT penalty} \]

For example, the sequence 5′-CAT-3′ paired with 5′-AG-3′ would be calculated as:

\[ \Delta G^{\circ}_{37} (\text{Loop total}) = +4.0 - 1.28 + 0.5 = +3.22 \text{ kcal mol}^{-1} \]

For bulge loops longer than 1, Equation 13 is applied, but the intervening NN term is not added. The large destabilizing contribution of bulges means that they are relatively rare in DNA secondary structures of random sequences. Nonetheless, bulges play important roles as intermediates in insertion and deletion mutagenesis and occasionally result in artifacts in genotyping assays, and thus they are included as part of the database for completeness. We have begun a systematic study of the sequence dependence of bulges and find that A bulges are significantly more stable than C-containing bulges, whereas G- and T-containing bulges are intermediate in stability (N. Watkins & J. SantaLucia, unpublished results).

Coaxial Stacking Parameters

Coaxial stacking parameters are important for accurately predicting the stability of multibranched loops (49) for various assays (36, 38, 66) and self-assembling systems (74). We have determined a complete database of thermodynamic parameters of coaxial stacking of helices (63). Coaxial stacking occurs when two oligonucleotides hybridize at adjacent locations on a template or when a probe DNA binds next to a unimolecular hairpin of a template (49, 66). Alternatively, coaxial stacking may be thought of as occurring as the result of a strand “nick” (38). Consider the two structures below:

\[
\begin{align*}
\text{GGTCGCTCTG} & \quad \text{GGTCG–CTCTG} \\
\text{CCAGCGAGAC} & \quad \text{CCAGC/GAGAC}
\end{align*}
\]

\[ \Delta G^{\circ}_{37} (\text{Total}) = -12.19 \quad \Delta G^{\circ}_{37} (\text{Total}) = -11.34 \]

The structure on the left is a normal 10-bp bimolecular duplex, and the structure on the right is a trimolecular coaxially stacked complex of two 5-mers bound to one 10-mer. The “nick” site is indicated by the slash, “/”; the dash “–” indicates the covalently continuous strand. The method for computing the total stability of the coaxially stacked complex is shown in Equation 14:

\[
\begin{align*}
\Delta G^{\circ}_{37} (\text{w/nick}) &= \Delta G^{\circ}_{37} (\text{without nick}) - \Delta G^{\circ}_{37} (\text{GC/C}) + \Delta G^{\circ}_{37} (G-C + C/G \text{ coaxial}) + \text{extra initiation} \\
&= -12.19 - (-2.24) + (-3.35) + 1.96 = -11.34 \text{ kcal mol}^{-1},
\end{align*}
\]
where \(-3.35 \text{ kcal mol}^{-1}\) is the measured coaxial stacking contribution (63). The extra initiation penalty is required because another bimolecular event must take place to form the coaxially stacked complex. Importantly, the formation of a trimolecular coaxial stacking complex brings up an important concept, namely, that the \(T_M\) of such a structure is defined as the temperature at which half of the template strands are simultaneously bound by both probe molecules (if the template is stoichiometrically limiting). Such a reaction is inherently non-two-state and requires the multistate-coupled equilibrium approach described below.

**Multibranched Loops**

There have been several systematic studies of DNA multibranched loops (33, 37, 40, 42, 44, 45). The stability of multiloops depends on (a) the number of helices in the loop, (b) the number of unpaired nucleotides in the loop, (c) coaxial stacking in the loop, (d) terminal mismatch contributions, and (e) base composition of the unpaired nucleotides. In RNA, it is commonly assumed that the penalty for multiloops is a linear function of the number of helices and unpaired nucleotides (48). While it has been known for some time (83) that the multiloop length dependence should follow a Jacobson-Stockmayer logarithmic dependence on length, most current dynamic programming algorithms have not been able to accommodate multiloops with a logarithmic dependence (94). Recently, however, DNA Software Inc. developed a novel modification of the dynamic programming algorithm that allows for arbitrary rules for multiloops to be applied [including logarithmic dependence, and the novel length dependences observed in the literature (33)]. Our preliminary multiloop length dependence is given in the supplementary material. The parameters for larger multiloops are calculated with Equation 7. Multiloops remain the least verified parameters in our model for DNA and future work is clearly needed in this area.

**QUALITY OF SECONDARY STRUCTURE PREDICTIONS**

For RNA, comparative sequence analysis has yielded a huge database of secondary structures that can be used to test the quality of secondary structure prediction algorithms (48). For DNA, however, the database of secondary structures determined by physical means or by comparative sequence analysis is much smaller (7, 10, 11, 14, 19, 27, 30, 31, 35, 43, 61, 78). Table 5 shows the secondary structure prediction results for the currently available DNA database. The results indicate a relatively high degree of accuracy compared to the 73% accuracy currently observed for RNA (48). The high quality of the DNA structure predictions may be an artifact of the small size of the database. Alternatively, DNA secondary structures may be inherently easier to predict than RNA because of fewer interactions with proteins and because of fewer tertiary interactions. Prediction of the correct secondary structure is not the only goal; the accurate prediction of the energy required to unfold a portion of a long DNA so that an oligonucleotide can bind is also important.
## TABLE 5

Accuracy of DNA secondary structure predictions for the optimal structure from OMP

<table>
<thead>
<tr>
<th>Molecule name</th>
<th>Length (nts)</th>
<th>Predicted bp/total bp</th>
<th>Percent predicted</th>
<th>Reference(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>msDNA-Sa163</td>
<td>163</td>
<td>55/55</td>
<td>100</td>
<td>(19)</td>
</tr>
<tr>
<td>tDNAPhe</td>
<td>76</td>
<td>16/21</td>
<td>76</td>
<td>(35, 43)</td>
</tr>
<tr>
<td>tDNAHis</td>
<td>118</td>
<td>20/20</td>
<td>100</td>
<td>(30)</td>
</tr>
<tr>
<td>tDNALys</td>
<td>76</td>
<td>20/20</td>
<td>100</td>
<td>(35)</td>
</tr>
<tr>
<td>tDNAMet</td>
<td>75</td>
<td>21/21</td>
<td>100</td>
<td>(61)</td>
</tr>
<tr>
<td>antitDNAmet</td>
<td>75</td>
<td>21/21</td>
<td>100</td>
<td>(61)</td>
</tr>
<tr>
<td>67-mer</td>
<td>67</td>
<td>11/17</td>
<td>69</td>
<td>(61)</td>
</tr>
<tr>
<td>RNase</td>
<td>62</td>
<td>7/15</td>
<td>47</td>
<td>(11)</td>
</tr>
<tr>
<td>Ligase</td>
<td>80</td>
<td>30/31</td>
<td>97</td>
<td>(14)</td>
</tr>
<tr>
<td>M13Gori1</td>
<td>334</td>
<td>87/87</td>
<td>100</td>
<td>(31)</td>
</tr>
<tr>
<td>F1</td>
<td>670</td>
<td>83/90</td>
<td>92</td>
<td>(27)</td>
</tr>
<tr>
<td>M13</td>
<td>450</td>
<td>84/90</td>
<td>93</td>
<td>(78)</td>
</tr>
<tr>
<td>parvovirus 3'-end</td>
<td>125</td>
<td>41/51</td>
<td>80</td>
<td>(7)</td>
</tr>
<tr>
<td>Total</td>
<td>496/539</td>
<td></td>
<td>92</td>
<td></td>
</tr>
</tbody>
</table>

## MULTISTATE MODELING OF DNA FOLDING AND HYBRIDIZATION

The parameter database presented in this review was derived from model sequences that were rationally designed to melt in a two-state fashion (see References 71 and 72 for design principles). On the other hand, “real” single-stranded target DNA sequences are folded molecules, and this folding must be broken before a primer or probe oligonucleotide can bind. Such folding in the target or probe DNAs inhibits hybridization and causes false-negative assays. Alternatively, mismatch hybridization can give undesired signal that results in false-positive assays. The result of these observations is that computations with a two-state model can be misleading. Further, many researchers focus on the two-state TM parameter as determining the success of their assay. However, we would like to encourage molecular biologists to change their attention to what really matters in their assays, namely, how much of a target is correctly bound by an oligonucleotide (sensitivity) and how little signal results from undesired hybridizations (selectivity or specificity). To answer such questions requires numerical solution of the multistate-coupled equilibrium equations for the concentrations of all the species in the solution at any desired temperature or salt condition, as shown in Figure 5. Previously, simple multistate equilibrium equations involving competition of folded single strands and bimolecular duplexes have been solved analytically (1, 9a, 47). To account for large numbers of competing unimolecular and bimolecular reactions requires...
numerical simulation. The first use of such a numerical simulation to solve coupled equilibria of nucleic acids was used to simulate the competition between a nonself-complementary heteroduplex and the self-complementary duplex formed by one of the strands (43a). Dr. Nicolas Peyret has described a generalization of the numerical simulation methods in his PhD thesis (63). DNA Software Inc. has further generalized the numerical approach in the software package Visual OMP so that systems of hundreds of competing species may have their equilibrium concentrations calculated as a function of temperature. Such an approach is possible now that the individual equilibrium constants can be accurately predicted as described in this review. An important concept is that of “net $T_M$”—the temperature at which half of a template is bound by probe—which must be calculated taking the competitive equilibria into account in a multistate model (63). An important application of the concept of net $T_M$ is for molecular beacons. For a molecular beacon, a simple duplex $T_M$ does not accurately reflect what is measured in a normal experiment due to the fact that probe signal generation is the result of competition between probe folding and probe-target duplex formation. Thus, a beacon’s experimental $T_M$ should actually be considered as a net $T_M$. Table 6 presents the net $T_M$ predictions for four molecular beacons. These are stringent tests of our methodology, since they require accurate modeling of base pairs, salt dependence, mismatches, hairpins, and solution of the coupled equilibria. The results show that our multistate model is based on firm scientific principles; in contrast, the two-state model fails dramatically to predict complex assays. The accuracy of numerical computations also opens the possibility of in silico simulation and optimization of various molecular biology assays.

**FUTURE DIRECTIONS**

There are several avenues of investigation necessary to further improve the quality of the database of parameters for DNA secondary-structure prediction. First, there is a need to refine the thermodynamic parameters that characterize the various structural motifs. Although length-based approximations have yielded improved predictions, sequence-dependent rules and parameters for hairpins, bulges, internal loops, and multibranch loops are needed. Many molecular biology assays contain enzymes that require the use of magnesium in the buffer, which significantly affects DNA hybridization. Magnesium and calcium are also present in vivo, and these ions affect in situ hybridization applications. Thus, there is a need to develop empirical corrections for mixtures of sodium and magnesium and to incorporate these into software that can be used by nonexperts. Other areas that require further study include modified nucleotides, effects of terminal and internal fluorophores, and effects of added denaturants such as DMSO, formamide, glycerol, and urea. Systematic studies of the topics discussed above are currently underway in the SantaLucia laboratory at Wayne State University and at DNA Software, Inc. There is also a need to expand the database of known complex DNA secondary structures determined experimentally or by comparative sequence analysis so that we may better test the quality of our predictions.
### TABLE 6  Experiments vs OMP predictions for molecular beacon duplex hybridization\(^a\)

<table>
<thead>
<tr>
<th>Target sequence</th>
<th>Central pair(^b) X–Y</th>
<th>(\Delta G_{298}^\circ) (kcal mol(^{-1}))</th>
<th>(T_M) (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Expt.</td>
<td>Pred. multistate</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pred. multistate</td>
<td>Pred. two-state</td>
</tr>
<tr>
<td>GGTGTTTTTTTTTGG</td>
<td>A-T</td>
<td>−10.49</td>
<td>−10.69</td>
</tr>
<tr>
<td>GGTGTTTTTTTTTGG</td>
<td>A-A</td>
<td>−6.66</td>
<td>−7.39</td>
</tr>
<tr>
<td>GGTGTTTTCTTTTTGG</td>
<td>A-C</td>
<td>−6.72</td>
<td>−6.48</td>
</tr>
<tr>
<td>GGTGTTTTGTTTTGG</td>
<td>A-G</td>
<td>−7.62</td>
<td>−7.81</td>
</tr>
</tbody>
</table>

\(^a\)Data are from Reference 9a. The molecular beacon used for all experiments was F-CGCTCCAAAATAAAACCGAAGCG-Q, where F is the fluorophore and Q is the quencher and the underlined residues are in the hairpin loop and bind to the target shown in the table. The experiments were performed with 0.105 M NaCl, 1.0 mM MgCl\(_2\), \([\text{beacon}] = 5 \times 10^{-8}\) M, \([\text{target}] = 3 \times 10^{-7}\) M.

\(^b\)X and Y correspond to the central “A” in the beacon, and the central nucleotide in the target (underlined) corresponds to “X” in the X–Y pair.

\(^c\)Expected (Expt.) columns are the experimental results from Reference 9a. Multistate columns are the OMP predictions using the multistate-coupled equilibrium model (see text). Two-state columns are the OMP prediction using the two-state model.
Every day, thermodynamic calculations take on more and more importance in molecular biology applications. There is a need to incorporates thermodynamics principles and assay-specific heuristics into optimization algorithms so that assays may be automatically designed to improve their reliability. For example, a simple PCR reaction is quite difficult to simulate in detail, and thermodynamics of primer hybridization and competition with template folding and primer dimerization are important factors. However, the enzyme in the reaction also plays an essential role and thus known heuristics include avoiding runs of guanines, and ensuring that proper annealing specificity of the 3′ end of the primer is more important than the 5′ end. As described above for molecular beacons, simulating the thermodynamic competition is essential for accurately simulating their behavior. An additional concept is to consider how various design considerations (e.g., stability of the hairpin stem versus stability of the hybridized duplex versus desired specificity for different alleles) should be weighed in an overall calculated “figure of merit” for the simulated behavior of a molecular beacon. Incorporation of such a figure of merit with an algorithm for trying different sequences and solution conditions could be used to make an algorithm that would automatically design assays with optimal performance, thereby saving significant time and money for the development of new assays. Full simulation and optimization of nucleic acid–based assays would benefit significantly by borrowing concepts from the operations research community and integrating these concepts with concepts from the molecular biology and biophysical chemistry communities. This approach has been taken with the commercial software Visual OMP from DNA Software, Inc.

Microarray applications rely on DNA hybridization as the phenomenon underlying their specificity and sensitivity. Clearly, improved thermodynamic calculations will result in greater precision in the hypotheses tested on this powerful high-throughput platform. Initial investigations have indicated that solution parameters are relevant, but not fully predictive of hybridization on a surface (26, 92). Systematic studies are necessary to parameterize new models of hybridization on microarray surfaces, and new algorithms are needed to numerically simulate the hybridization process with proper accounting of surface electrostatic and steric effects, oligomer synthesis quality, and competition with the unimolecular folding that occurs in bulk solution above the surface.

Recently, there have appeared several reports (22, 53, 89) of studies on hybridization and hairpin folding kinetics, which raises the possibility of simulating DNA folding processes in the time domain. Finally, now that the accurate prediction of DNA secondary structure appears to be within sight, we should begin to focus our efforts on the second half of the nucleic acid folding problem, namely, three-dimensional structure prediction, which ought to keep us busy for at least the near future.
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Figure 1  DNA structural motifs.
Figure 4  Thermodynamic stabilities for all possible X-Y pairs in all 10 different triplet contexts closed by Watson-Crick pairs. The figure was generated by adding the appropriate NN in Tables 1 and 2.

2 State Model

\[
\text{Target DNA} + \text{Probe DNA} \rightarrow \Delta G_{37} \text{ (native)} \rightarrow \text{Hybridized Duplex}
\]

N-State Model \((N \geq 7)\)

\[
\text{Folded Target DNA} \leftrightarrow \Delta G_{37} \text{ (unfold target)} \\
\text{Folded Probe DNA} \leftrightarrow \Delta G_{37} \text{ (unfold probe)} \\
\text{Unfolded Primer Binding Region} + \Delta G_{37} \text{(hybridization)} \rightarrow 3' \rightarrow 5' \rightarrow \Delta G_{37} \text{ (effective)} \rightarrow \text{Hybridized Duplex}
\]

Figure 5  Multistate-coupled equilibrium model for DNA hybridization. Note that OMP is capable of including many other species including suboptimal structures and mismatch hybridizations.